Characterizing Innovations Realizations for Random Processes
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In this paper we are concerned with the theory of second order (linear) innovations for discrete random processes. We show that of existence of a finite dimensional linear filter realizing the mapping from a discrete random process \( \{y_t\}_{t=0}^{\infty} \) to its innovations is equivalent to a certain semiseparable structure of the covariance sequence of the process. We also show that existence of a finite dimensional realization (linear or nonlinear) of the mapping from a process to its innovations implies that the process have this semiseparable covariance sequence property. In particular, for a stationary random process, the spectral density function must be rational.

1. INTRODUCTION

The innovations filter for a discrete-time (\( m \)-vector) random process, \( \{y_t\}_{t=0}^{\infty} \), is a causal whitening filter which performs the Gram-Schmidt orthogonalization of the process, \( \{y_t\}_{t=0}^{\infty} \), producing an uncorrelated process, \( \{v_t\}_{t=0}^{\infty} \), such that the two processes generate
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the nested set of same linear spaces; i.e.

\[ sp(y_{l+1}^{r+1}) = sp(y_{l+1}^{r+1}, s \geq 0. \]  

(1)

where \( sp(y) \) denotes closed linear span of the components. The input/output maps of innovations filters are intrinsically linear, being determined by the orthogonality principle of linear least squares estimation [1, chapter 3]. However, even for a stationary process, the input/output map is generally time varying.

We assume that \( \{y_t\} \) is a full rank, zero mean, second order process so that \( R_{k,l} = E[y_k y_l'] \) is finite for all nonnegative integers \( k \) and \( l \). Informally, we may regard the matrix \( R = [R_{i,j}]_{i,j=0}^{\infty} \) as a positive definite symmetric linear operator. However, since \( R \) may be an unbounded operator, specification of its domain is needed to make \( R \) well defined [2]. Analogously, it is necessary to introduce a degeneracy condition on the covariance in order for the innovations filter for the process to be well defined. Following Rissanen and Barbosa [3] we assume that for each \( N \), there exists a positive constant \( \alpha \), independent of \( N \) such that \( \alpha I_{N \times N} \leq R_N = [R_{i,j}]_{i,j=0}^{\infty} \). This is equivalent to existence of a constant \( \beta > 0 \) such that \( \beta I \leq R \), in the sense that \( R - \beta I \) is positive definite, which is stronger than simply assuming that \( R \) is positive definite. In the terminology of [2], \( R \) is lower semibounded.

In this paper we will consider the characterization of discrete-time random processes which admit finite dimensional realizations of the linear, time varying input/output map associated with their innovations representations. In section 2 we show that a process has a linear finite dimensional realization of its innovations filter if and only if its covariance sequence is semiseparable. This property of a covariance sequence concerns its representation in the following way: there exist matrix functions \( M(\cdot), \Phi(\cdot, \cdot), \) and \( N(\cdot), m \times n, n \times n, \) and \( n \times m \) respectively, for some fixed \( n \), such that

\[
R_{k,l} = M(k)\Phi(k,l)N(l)U(k-l) + N'(k)\Phi(k,l)M'(l)U(l-k-1) \times \Phi(k,l) = \Phi(k,r)\Phi(r,l), \quad l \leq r \leq k
\]

(2)

where \( R_{k,l} = E\{y_k y_l'\} \), an \( m \times m \) matrix, \( U(\cdot) \) is the unit step function, and ' denotes transpose.

Our result differs from those in [4, (Theorems 1 and 2 with corollaries)] in two important ways. First, we do not assume that the function \( \Phi(\cdot, \cdot) \) appearing in (2) is invertible. Second, we deal with innovations representations on the infinite time interval \( 0 \leq t \leq \infty \), and in order to show that a process with covariance satisfying (2) can be obtained as the output of a finite dimensional linear time varying state space model, we must consider the infinite matrix \( R \), and conditions for existence of its Cholesky factorization as \( HH' \), where \( H \) is lower triangular with a bounded inverse (in a suitable sense if \( H \) is unbounded).

These differences are important ones. The first one is justified by noting that in the stationary case, \( \Phi(i,j) = A^i J \) for some matrix \( A \), whose characteristic values determine the poles of the spectral density of the stationary process. We don't wish to exclude processes for which \( A \) is not invertible, such as moving average processes. The second difference highlights the importance of the technical assumption that \( R \) is bounded below, as described above. When necessary properties (positive definiteness of \( R_N \)) for existence of the Cholesky factorization of \( R_N \) as \( H_N H_N' \), where \( H_N \) is an invertible and lower triangular finite matrix, are assumed in [4], only the finite matrix \( R_N \) for fixed \( N \) is considered. This is used to show existence of a lumped state space model for the process, a condition necessary in the hypotheses of the theorems in [4], which, along with (2), implies existence of a finite dimensional linear state space innovations filter realization for the process. In contrast, we consider the infinite matrix \( R \), in order to show existence of the innovations filter for the entire sequence \( \{y_t\} \). The lower semibounded property of \( R \) is sufficient for this purpose. In the usual case that the innovations process covariance matrix is a bounded operator with bounded inverse, our condition is equivalent to the bounded input-bounded output stability of the prediction filter for the process [3, 5].

In section 3 we consider a more general class of finite dimensional state space realizations for the innovations filter of discrete random processes, a class of smooth, time varying nonlinear realizations, in order to see what covariance structures are associated with processes whose innovations representations are realized by this type of model. We show that existence of a finite dimensional discrete time innovations realization in this class of nonlinear models, implies the existence of a finite dimensional linear realization, and so the
semiseparable covariance structure described above. If, in addition, the process is stationary, then the existence of any finite dimensional discrete time innovations realization, which may be nonlinear and/or time varying, implies that the process has a rational spectral density function. Hence, for finite dimensional models, we need not consider a more general class of state space models than linear ones.

2. LINEAR STATE SPACE MODELS FOR INNOVATIONS REPRESENTATIONS

Let \( \{v_i, v'_i\}_0^\infty \) satisfy the assumptions described in section 1, and let \( v_{i|j} \) be the best linear estimate of \( y_i \) given \( y_0, \ldots, y_j \). Our first result shows that the semiseparable structure (2) characterizes processes with linear, finite dimensional innovations realizations.

**Theorem 1** There exists a finite dimensional, time varying, invertible, causal linear system taking \( y_0, y_1, y_2, \ldots \) into the innovations process \( v_0, v_1, \ldots \)

\[
\begin{align*}
v_0 &= y_0 \\
v_i &= y_i - y_{i|i-1}, \quad i \geq 1
\end{align*}
\]  

if and only if (2) holds.

**Proof.** Assuming \( R_{k,l} \) satisfies (2) and represents a positive definite \( m \times m \) covariance sequence for \( k, l \geq 0 \), then there exists a causal impulse matrix \( h_{i,j} \), such that a system with \( \{h_{i,j}\} \) as impulse response, has covariance sequence \( E(z_i z'_j) = R_{i,j} \) at the output, (for output sequence \( z_i \)), when the system is excited by white noise. In other words,

\[
R_{i,j} = \sum_{k=0}^{\infty} h_{i,k} h'_{j,k} = \sum_{k=0}^{\min(i,j)} h_{i,k} h'_{j,k}
\]

(4)

since \( h_{i,j} = 0, i < j \). This result is true since, by the assumption \( \beta I \leq R \), the infinite positive definite matrix \( R \) can be factored as \( R = HH' \), where \( H \) is a lower triangular \( \infty \times \infty \) block matrix with \( m \times m \) block entries, \( h_{i,j} \). (Taking \( h_{i,j} \) to be lower triangular with positive diagonal elements, \( H \) is unique.) It follows that \( H \) is invertible, and its lower triangular inverse, \( V' \), is a bounded linear operator, satisfying \( H = RV' \). If \( V \) takes the form

\[
V' = \begin{bmatrix}
t_{0,0} & t'_{1,0} & \cdots & t'_{k,0} \\
0 & t'_{1,1} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
\cdots & \cdots & 0 & t'_{k,k} \\
\cdots & \cdots & \cdots & \cdots
\end{bmatrix}
\]

(5)

then \( h_{i,j} = \sum_{l=0}^{i} R_{l,k} v'_{j,k} \). Using the causality of \( h \) and the form of \( V' \), given above,

\[
h_{i,j} = M(i) \Phi(i,j) \left[ \sum_{k=0}^{j} \Phi(j,k) N(k)v'_{j,k} \right] U(i-j)
\]

\[
= M(i) \Phi(i,j) L(j) U(i-j)
\]

(6)

where

\[
L(j) \triangleq \sum_{k=0}^{j} \Phi(j,k) N(k)v'_{j,k}
\]

and therefore, \( h_{i,j} \) is the impulse response sequence for a finite dimensional time varying system:

\[
X_{k+1} = \Phi(k+1,k) X_k + L(k+1) u_{k+1}
\]

(7)

\[
y_k = M(k) X_k
\]

(8)

This model, along with the following conditions,

\[
X_0 = x_0, \quad E[x_0] = 0.
\]

\[
E[x_0 u'_0] = 0; \quad E[x_0 x_0'] = \Pi_0 \text{ and } h_{0,0} \triangleq M(0) \Pi_{0}^{1/2}
\]

provides a model for the process \( y_i \), where \( \{u_i\} \) is a zero mean, unit variance white noise, \( E(y_k y'_l) = R_{k,l} \) and \( \Pi_{0}^{1/2} \) is the lower triangular
Cholesky factor of $\Pi_0$, which exists by the positive definiteness of $\Pi_0$.

Having shown that $\{y_i\}^{\infty}_{i=0}$ can be obtained as the output of a finite dimensional linear model, we can now appeal to theorem 1 and its corollary in [4], to infer existence of a finite dimensional, causal, causally invertible time varying linear innovations filter for the process $\{y_i\}^{\infty}_{i=0}$. The hypotheses of this theorem which yields a linear innovations model for the process, are only that the process, $y_i$, have a positive definite covariance satisfying (2), and that $y_i$ arise from some lumped model, as above; theorem 1 of [4] does not require invertibility of $\Phi(i,j)$.

Suppose there exists a finite dimensional causal and causally invertible linear system taking $\{y_i\}^{\infty}_{i=0}$ to $\{v_i\}^{\infty}_{i=0}$. $\{v_i\}^{\infty}_{i=0}$ represents the Gram-Schmidt orthogonalization of $\{y_i\}^{\infty}_{i=0}$. Then there exist maps $V_k: (v_0 \cdots \cdot v_k) \rightarrow v_k$ and $H_k: (v_0 \cdots \cdot v_k) \rightarrow y_k$ defined by

$$v_k = \sum_{j=0}^{k} v_{k,j} v_j \quad y_k = \sum_{j=0}^{k} h_{k,j} v_j$$  \hspace{1cm} (9)

and since $\{h_{k,j}\}$ is the input/output sequence for a time varying finite dimensional linear system, there exist matrices $M(i)$, $\Phi(i,j)$, and $L(i)$ of appropriate dimension so that

$$h_{k,j} = M(k) \Phi(k,j) L(j) U(k-j).$$  \hspace{1cm} (10)

So, for $k \geq l$,

$$E(y_k y'_l) = R_{k,l}$$  \hspace{1cm} (11)

and for $k < l$

$$R_{k,l} = M(k) \left[ \sum_{j=0}^{l} \Phi(k,j) L(j) \sigma_l^2 L(j) \Phi'(l,j) \right] M'(l)$$

$$= M(k) \left[ \sum_{j=0}^{l} \Phi(k,j) L(j) \sigma_l^2 L(j) \Phi'(k,j) \right] \Phi(l,k) M'(l)$$

$$= N'(k) \Phi'(l,k) M'(l)$$  \hspace{1cm} (13)

so therefore $R_{k,l}$ satisfies (2).

3. FINITE DIMENSIONAL INNOVATIONS REALIZATIONS FOR STATIONARY PROCESSES

The goal of this section is to show that even when time varying, non-linear realizations are considered, a stochastic process admits a finite dimensional innovations realization only when its covariance function takes the semiseparable form of (2). In addition, if the process is stationary, its spectral density function must be rational. Our proofs of these results are purely system-theoretic, relying on a fundamental property of realizations of linear time varying input/output maps.

We begin by introducing the class of nonlinear systems to be considered and some associated notation. We follow [6] in this regard. The space of input values, $U$, and output values, $Y$, may be taken to be differentiable manifolds; in our application $U = Y = \mathbb{R}^n$.

**Definition** A system $\Sigma$ is characterized by $(X, \{p_k\}_{k \geq 0}, \{q_k\}_{k \geq 0}, 0)$, where

$X$ is a differentiable manifold of states,

0, the initial state, is an element of $X$,

$p_k: X \times U \rightarrow X$ is a continuously differentiable map for all $k \geq 0$,

$q_k: X \times U \rightarrow Y$ is a continuously differentiable map for all $k \geq 0$.
The state equations that comprise the system are:

\[ x_{k+1} = p_k(x_k, u_k), \quad k \geq 0; \quad x_0 = 0 \]  
\[ y_k = q_k(x_k, u_k), \quad k \geq 0. \]  

(14)  
(15)

We say that \( \Sigma \) is finite dimensional if its associated state manifold, \( X \), is finite dimensional.

Let \( P_{t,j}: X \times U^j \rightarrow X \) denote the \( j \)-step state transition map for the system starting in state \( x \) at time \( t \geq 0 \). This is defined for \( j \geq 0 \) by

\[ P_{t,0}(0) = x, \]  
\[ P_{t,1}(x, u) = p_t(x, u) \]  
\[ P_{t,j+1}(x, u, \ldots, u_{t+j}) = p_{t+j}(P_{t,j}(x, u, \ldots, u_{t+j-1}), u_{t+j}), \quad j \geq 0. \]  

(16)  
(17)  
(18)

The corresponding output map is \( Q_{t,j}: X \times U^j \rightarrow Y \), defined for \( j \geq 1 \) by

\[ Q_{t,j}(x, u, \ldots, u_{t+j-1}) = q_{t+j-1}(P_{t,j-1}(x, u, \ldots, u_{t+j-2}), u_{t+j-1}), \quad j \geq 1. \]  

(19)

For \( k \geq 0 \) we define \( f_{k+1}(u_0, \ldots, u_k) = Q_{0,k+1}(0, u_0, \ldots, u_k) \). The set of these maps constitutes an external, or input/output description of the system \( \Sigma \). We say that \( \Sigma \) is a realization of its input-output description.

Now let us turn to the use of these systems for generating innovations processes. Suppose we have a finite dimensional nonlinear system providing a model for the innovations of \( \{y_t\}_{t=0}^\infty \) of the following form:

\[ x_{t+1} = p_t(x_t, y_t) \]  
\[ v_t = q_t(x_t, y_t). \]

The input/output description of the system consists of linear maps, i.e., \( v_t \) is a linear function of the input, so

\[ Q_{0,t+1}(0, y_0, \ldots, y_t) = q_t(x_t, y_t) = \sum_{s=0}^t v_{t-s}F_s. \]

we can write

\[ v_t = v_{t-1}y_t + \sum_{s=0}^{t-1} v_{t-s}F_s \]

or

\[ y_t = v_{t-1}^\top \left[ y_t - \sum_{s=0}^{t-1} v_{t-s}F_s \right]. \]

For \( t \geq 1 \), \( x_t = P_{0,t}(0, y_0, \ldots, y_{t-1}) \) and \( q_t \) is linear in \( y_t \), i.e., \( \partial q_t(x_t, y_t)/\partial y_t = v_{t-1} \), a constant. Thus

\[ q_t(x_t, y_t) = v_{t-1}y_t + g_t(x_t) \]

for some continuously differentiable function \( g_t(\cdot) \), and so

\[ y_t = v_{t-1}^\top \left[ y_t - g_t(x_t) \right] + s_t(v_t, x_t). \]

This equation may be substituted into the state equation, giving \( x_{t+1} \) in terms of \( x_t \) and \( v_t \). Consequently we have shown that existence of a finite dimensional nonlinear innovations realization for a given discrete stochastic process implies the existence of a finite dimensional nonlinear modeling (shaping) filter realization for the process.

We are now ready to state and prove the main result of this section.

**Theorem 2**: Suppose there exists a finite dimensional nonlinear realization, having dimension \( n \), for the linear time varying input/output map of the innovations representation for a random process, \( \{v_t\}_{t=0}^\infty \), which satisfies the conditions described in the introduction. Then the covariance of \( \{y_t\}_{t=0}^\infty \) is semiseparable.

**Proof**: By the argument above, we know that there is a finite dimensional system \( \Sigma \) which plays the role of a modeling (shaping)
filter, whose inputs are the innovations and whose outputs are the process \( \{ y_t \}_{t=0}^{\infty} \). Its input/output relationship is characterized by linear maps which take the form

\[
y_t = \sum_{j=0}^{k} h_{k,t} u_t = \sum_{j=0}^{k} h_{k,t} u_j,
\]

where \( \{ h_{k,t} \} \) is related to the covariance through (4). For every \( r \geq 0 \), we define a map \( F^{(r,)\cdot} \) from the space of input values \( U \times U \times \ldots \times U = U^{r+1} \) to the infinite product space of output values \( Y^r \). Let \( \omega_r^{(i)} = (u_1, \ldots, u_r, u_i) \), \( 1 \leq i < r < \infty \), be a fixed nested set of input strings, and let \( \omega_0 \) be the empty string, where \( u_j \in U \) for each \( j \).

For \( 1 \leq i < \infty \), the \( i \)th component of \( F^{(r,)\cdot} \) is given by

\[
F_i = Q_{r+1,1}(P_{0,r+1}(0, u_0, \ldots, u_r), u_r, \omega_{i-1}).
\]

The superscripts on \( F_i \) and \( \omega_{i-1} \) are deleted for convenience. Each component map is the composition of the state transition and output maps associated with the realization of the modeling filter. Thus \( F^{(r,)\cdot} \) factors through the map \( P_{0,r+1} \) whose image is contained in the \( r \)-dimensional manifold \( X \), and so

\[
J(F^{(r,)\cdot}) = \text{Jacobian} \ F^{(r,)\cdot} = J([Q_{r+1,1}, \ldots, Q_{r+1,r+1}, \ldots]) J(P_{r+1,0})
\]

has rank at most \( n \). The components of \( F^{(r,)\cdot} \) may be expressed in terms of the input/output map of the modeling filter:

\[
F_i = \sum_{j=0}^{r+1} h_{i,j} u_j.
\]

Now the Jacobian can be evaluated, giving

\[
J(F^{(r,)\cdot}) = \begin{bmatrix}
\frac{\partial F_1}{\partial u_r} & \frac{\partial F_1}{\partial u_{r-1}} & \cdots & \frac{\partial F_1}{\partial u_0} \\
\frac{\partial F_2}{\partial u_r} & \frac{\partial F_2}{\partial u_{r-1}} & \cdots & \frac{\partial F_2}{\partial u_0} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial F_{r+1}}{\partial u_r} & \frac{\partial F_{r+1}}{\partial u_{r-1}} & \cdots & \frac{\partial F_{r+1}}{\partial u_0}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{\partial F_1}{\partial u_r} & \frac{\partial F_1}{\partial u_{r-1}} & \cdots & \frac{\partial F_1}{\partial u_0} \\
\frac{\partial F_2}{\partial u_r} & \frac{\partial F_2}{\partial u_{r-1}} & \cdots & \frac{\partial F_2}{\partial u_0} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial F_{r+1}}{\partial u_r} & \frac{\partial F_{r+1}}{\partial u_{r-1}} & \cdots & \frac{\partial F_{r+1}}{\partial u_0}
\end{bmatrix}
\]

The rank of \( J(F^{(r,)\cdot}) \) is less than or equal to \( n \) for every \( r \). We will use a result of Fliess [7], independently obtained by Ferrer and Kamen [8], to infer that the sequence \( \{ h_{i,j} \} \) is the impulse response sequence of an \( n \)-dimensional linear system. Then the semiseparable form, (2), of the covariance follows from Theorem 1, and the proof is complete.

The result proved by Fliess in [7] concerns realization of bilinear systems, and there it is briefly indicated how the result specializes to the case of linear systems. Since the linear case may be easily described without introducing the tools of noncommutative generating series, we will describe the construction of a linear realization here. We emphasize that the details may be obtained by a straightforward simplification of the construction for the bilinear case. In particular, the bounded rank condition on \( J(F^{(r,)\cdot}) \) is exactly the bounded homogeneous rank condition on the Hankel matrix associated with the noncommutative generating series of [7].

An \( n \) dimensional linear realization is obtained from the series of matrices \( J(F^{(r,)\cdot}) \), for \( r \geq 0 \), as follows: The state manifold, \( X \), is a fixed (arbitrary) \( n \)-dimensional vector space. Let \( C_r \) denote the span of the columns of \( J(F^{(r,)\cdot}) \). For each \( r \), define a 1-1 map \( \varphi_r : C_r \rightarrow X \). This map is uniquely defined except in cases where the dimension of \( C_r \) is less than \( n \). Define the linear map \( \Psi(r) : C_r \rightarrow C_{r+1} \), to be the upward shift operator on the columns of \( J(F^{(r,)\cdot}) \); the \((i+1)\)th element of a column becomes the \( i \)th element of the image column, and the first element is discarded. Thus \( \Psi(r) \) maps the \( k \)th column of \( J(F^{(r,)\cdot}) \) to the \((k+1)\)th column in \( J(F^{(r+1,)\cdot}) \). This defines \( \Psi(r) \) for all \( r \geq 0 \). For \( r > 0 \), the second column of \( J(F^{(r,)\cdot}) \) will be \( \beta(r-1) \), a map from a scalar input into \( C_r \) in the obvious way. Take \( \omega(r) \) to be the mapping from \( C_r \) into a scalar output defined by the first component of a column. Finally, take \( d(r) \) to be \( h_{r,\cdot} \). Then the maps \([A(\cdot), b(\cdot), c(\cdot)]\) are obtained as solutions of the equations

\[
A(r) \varphi_r = \omega_{r+1} \Psi(r), \quad r \geq 0
\]

\[
b(r-1) = \varphi_r \beta(r-1), \quad r \geq 1
\]

\[
c(r) \varphi_r = \omega(r). \quad r \geq 0
\]

It is easily checked that \( h_{i,j} = c(i) A(i-1) \cdots A(j+1) b(j), i > j + 1 \), and
The following linear realization is obtained:

\[ x_{r+1} = A(r)x_r + b(r)u_r, \]

\[ y_r = c(r)x_r + d(r)u_r. \]

From Theorems 1 and 2, we have the immediate corollary, in which linearity is removed from the statement of Theorem 1.

**Corollary 1** There exists a finite dimensional, time varying, invertible, causal system mapping the process \( \{y_t\}_{t=0}^\infty \) to its innovations if and only if the covariance of \( \{y_t\}_{t=0}^\infty \) is semi-separable.

By employing the factorization of the covariance matrix \( R = HH' \), developed in the previous section, we may again write

\[ h_{i,j} = \sum_{k=0}^{J} R_{i,k}v'_{j,k}. \tag{23} \]

where \( V' = H^{-1} \) is given by (5). Applying this relation to (22) gives

\[ J(F^{r', r}) = \begin{bmatrix} R_{r,r} & \cdots & R_{r,0} \\
R_{r+1,r} & \cdots & R_{r+1,0} \\
\vdots & \ddots & \vdots \\
v'_{r,0} & \cdots & v'_{0,0} \end{bmatrix} \Delta = R_{Hank} (r) V_r \tag{24} \]

Since \( V_r \) is clearly invertible, the combination of Theorem 1 and the realizability results of [7,8] give the following result.

**Theorem 3** A lower semibounded covariance is semiseparable if and only if for every \( r \geq 0 \) the matrices \( R_{Hank}(r) \) have rank at most \( n \).

As an important special case, when \( \{y_t\}_{t=0}^\infty \) is a stationary process, \( R_{i,j} \) is a function only if \( |i-j| \), and from (24) we have the following corollary of Theorem 2.

**Corollary 2** If a discrete stationary process \( \{y_t\}_{t=0}^\infty \), whose spectral density function is bounded away from 0, has a finite dimensional nonlinear innovations filter realization, its spectral density function is rational.
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