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FIXED POINT THEOREMS
AND DENJOY–WOLFF THEOREMS

FOR HILBERT’S PROJECTIVE
METRIC IN INFINITE DIMENSIONS

Roger D. Nussbaum

Abstract. Let K be a closed, normal cone with nonempty interior int(K)
in a Banach space X. Let Σ = {x ∈ int(K) : q(x) = 1} where q: int(K) →
(0,∞) is continuous and homogeneous of degree 1 and it is usually assumed
that Σ is bounded in norm. In this framework there is a complete metric d,
Hilbert’s projective metric, defined on Σ and a complete metric d, Thomp-
son’s metric, defined on int(K). We study primarily maps f : Σ → Σ which
are nonexpansive with respect to d, but also maps g: int(K) → int(K) which

are nonexpansive with respect to d. We prove under essentially minimal
compactness assumptions, fixed point theorems for f and g. We generalize
to infinite dimensions results of A. F. Beardon (see also A. Karlsson and
G. Noskov) concerning the behaviour of Hilbert’s projective metric near

∂Σ := Σ \ Σ. If x ∈ Σ, f : Σ → Σ is nonexpansive with respect to Hilbert’s
projective metric, f has no fixed points on Σ and f satisfies certain mild
compactness assumptions, we prove that ω(x; f), the omega limit set of x
under f in the norm topology, is contained in ∂Σ; and there exists η ∈ ∂Σ,
η independent of x, such that (1 − t)y + tη ∈ ∂K for 0 ≤ t ≤ 1 and
all y ∈ ω(x; f). This generalizes results of Beardon and of Karlsson and
Noskov. We give some evidence for the conjecture that co(ω(x; f)), the
convex hull of ω(x; f), is contained in ∂K.
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1. Introduction

Let B = {x + iy | x2 + y2 < 1} denote the open unit ball in C and let
f :B → B be an analytic map which has no fixed points in B. The classical
Denjoy–Wolff theorem asserts that there exists ζ ∈ ∂B such that fk(z) → ζ
as k → ∞ for every z ∈ B. Here fk denotes the k-fold composition of f with
itself. See [4] and [5] for references to the classical theorems. Extensions to
several complex variables and references to the literature can be found in [1]. A
generalization to the infinite dimensional case is given in [24].

A. F. Beardon [5] has observed that the key idea in the original Denjoy–Wolff
theorem concerns the behaviour of the Poincaré metric on B near ∂B. He shows
that a generalization of the Denjoy–Wolff theorem can be proved for suitable
locally compact metric spaces (G, ρ). In particular, Beardon considers bounded,
strictly convex open subsets G of Rn equipped with Hilbert’s projective metric
d, and he proves a variant of the following theorem.

Theorem 1.1 (Compare A. F. Beardon [5]). Let G be a bounded, open,
strictly convex subset of Rn and let d denote Hilbert’s projective metric on G.
Suppose that f :G → G is nonexpansive with respect to d (so d(f(x), f(y)) ≤
d(x, y) for all x, y ∈ G) and f has no fixed points in G. Then there exists
ζ ∈ ∂G such that fk(x)→ ζ for all x ∈ G.
Almost all applications in analysis of which this author is aware involve

open sets G which are not strictly convex. Often G = H ∩ (int(Kn)), where
Kn = {x ∈ Rn | xi ≥ 0 for 1 ≤ i ≤ n} and H = {x ∈ Rn | Σnk=1xi = 1}, so G
is an open subset of the hyperplane H . When G is not strictly convex, one can
easily give examples (see [32]) which show that Theorem 1.1 must be modified.
In general, it is natural to consider the omega limit set ω(x; f) of x under f ,

ω(x; f) =
⋂
n≥1
c�({fk(x) : k ≥ n}),

where c�(A) denotes the norm closure of a set A ⊂ G. If G is a bounded
open convex subset of Rn and f :G→ G is nonexpansive with respect to d and
fixed point free, Karlsson and Noskov [27] prove that for each x ∈ G, there
exists ζ ∈ ω(x; f) such that (1 − t)ζ + ty ∈ ∂G for all y ∈ ω(x; f) and all
t with 0 ≤ t ≤ 1. As we shall discuss later, it is likely that much stronger
results are true. Note especially Conjectures 4.21–4.23 and the remarks following
Conjectures 4.22 and 4.23 in Section 4.

For applications in analysis (see, for example, [37]) it is useful to study maps
in infinite dimensional Banach spaces which are nonexpansive with respect to d.
However, arguments in [5] do not generalize in a straightforward way to infinite
dimensions. In particular, the analysis given in [5] of the behaviour of d near
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∂G uses compactness assumptions which fail in infinite dimensions; and fixed
point theorem arguments used in [5], while straightforward in finite dimensions,
become nontrivial in the infinite dimensional case.

In this paper we begin in Section 3 by proving some new fixed point theorems.
These theorems allow us to extend some results of [37, Chapter 4] to what
appears the proper level of generality. The fixed point theorems also play a role
in generalizing the Beardon and Karlsson–Noskov results to infinite dimensions
(Section 4). We also present some conjectures (see Conjectures 4.21–4.23 in
Section 4) that a much sharper result should be true, and in Sections 4 and 5
we give some evidence for these conjectures. Note that very recent results of
B. C. Lins (see [33]) provide strong evidence for these conjectures in the finite
dimensional case.

This paper is long, so a guide may be in order. Section 2 recalls some basic
terminology and results from the literature. It may be safely skipped by experts
familiar with the definition of Hilbert’s projective metric in terms of a partial
ordering induced by a cone C in a Banach space. In finite dimensions the cone
approach is equivalent to studying Hilbert’s projective metric on bounded, open
convex subsets of Rn.

In Sections 3–5 we usually consider a closed, normal cone C with nonempty
interior int(C) in a Banach space (X, ‖ · ‖). See Section 2 for definitions. We
denote by q: int(C)→ (0,∞) a continuous, homogeneous of degree one map, we
write Σ := Σq := {x ∈ int(C) | q(x) = 1}, and we usually assume that Σ is
bounded in norm. We often take q(x) = ‖x‖, the point being that there may
not exist a continuous linear functional q which is positive on int(C) and which
satisfies sup{‖x‖ | x ∈ Σq} < ∞. If D ⊂ Σ, we say that D is quasi-convex if,
whenever x, y ∈ D, [(1− t)x+ ty]/q((1− t)x+y) is an element of D for 0 ≤ t ≤ 1.
In Section 3 we prove the following fixed point theorem.

Theorem 1.2 (see Theorem 3.10). Suppose that D ⊂ Σ is quasi-convex and
closed and bounded in Σ with respect to Hilbert’s projective metric d. Suppose that
f : Σ → Σ is nonexpansive with respect to d and f(D) ⊂ D. Assume that there
exists an integer n such that fn|D is a condensing map in the norm topology.
Then f has a fixed point in D.

A more general version of Theorem 3.10 is given in Theorem 3.3’. Corollar-
ies 3.6 and 3.6’ give natural conditions under which a set like D exists and a non-
expansive map f : Σ → Σ has a fixed point in Σ. Theorem 3.10 and subsequent
corollaries concern analogues of these theorems for maps g: int(C) → int(C)
which are nonexpansive with respect to Thompson’s metric d. If f : Σ → Σ is
nonexpansive with respect to d and f has no fixed points in Σ and if f satisfies
mild compactness assumptions, it is proved in Theorem 3.14 that given y ∈ Σ
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and R > 0, d(f j(y), y) > R for all but finitely many integers j ≥ 0. This gener-
alizes an old result of [37, Chapter 4]. In a future paper we shall show that these
fixed point theorems can also be used to generalize results of [37, Chapter 4]
concerning the structure of the fixed point sets of maps which are nonexpansive
with respect to d.

Section 4 presents direct generalizations to infinite dimensions of the Beardon
and Karlsson–Noskov theorems: see Theorem 4.14 and 4.17. Basically, we prove
that if f : Σ → Σ is nonexpansive with respect to d, has no fixed points in Σ
and satisfies mild compactness conditions, then there exists ζ ∈ ∂Σ such that
for every z ∈ ⋃x∈Σ ω(x; f), (1 − t)ζ + tz ∈ ∂C for 0 ≤ t ≤ 1. In fact, the
proofs of Theorems 4.14 and 4.17 are different, and their exact relationship
remains unclear. A key tool in proving Theorems 4.14 and 4.17 is provided
by Theorem 4.3, which describes the behaviour of d near ∂Σ and generalizes
corresponding results in finite dimensions.

In Conjectures 4.21–4.23 we give variants of the conjecture that, under the
hypotheses of Theorem 4.14 or 4.17,

co
( ⋃
x∈Σ
ω(x; f)

)
⊂ ∂C,

where co(A) denotes the convex hull of a set A. In Sections 4 and 5 we present
some evidence for these conjectures.

2. Preliminaries

We recall here for the reader’s convenience some definitions and well-known
results.

By a closed cone (with vertex at 0) in a Banach space X , we mean a closed,
convex set C ⊂ X such that C ∩(−C) = {0} and λC ⊂ C for all λ ≥ 0. A closed
cone C in a Banach space X induces a partial ordering ≤C on X by x≤C y if
and only if y− x ∈ C. If C is obvious, we shall write ≤ instead of ≤C . A closed
cone C in a Banach space (X, ‖ · ‖) is called normal if there exists a constant
A such that ‖x‖ ≤ A‖y‖ whenever 0 ≤ x ≤ y. It is known (see [21] or [48])
that any closed cone in a finite dimensional Banach space (X, ‖ · ‖) is normal.
Furthermore (see [21] or [48]), if C is a closed, normal cone in a Banach space
(X, ‖ · ‖), there exists an equivalent norm ‖| · ‖| on X such that ‖|x‖| ≤ ‖|y‖|
whenever 0 ≤ x ≤ y. In general, a map f :D ⊂ X → R is called order preserving
(with respect to the partial ordering induced by a closed cone C) if f(x) ≤ f(y)
whenever x, y ∈ D and x ≤ y. Thus the map x → f(x) := ‖|x‖| with domain
D := C is order-preserving. More generally, if C is a closed cone in a Banach
space X , a map f :D ⊂ X → X is called order-preserving (with respect to the
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partial ordering ≤ induced by C) if whenever x, y ∈ D and x ≤ y it follows that
f(x) ≤ f(y).
If C is a closed cone in a Banach space X and x ∈ C − {0} and y ∈ X , we

shall say that x dominates y if there exists a real number b such that y ≤ bx.
The ordering ≤ is that induced by C. If x dominates y, we shall follow Bushell’s
notation in [10] and define

M(y/x;C) :=M(y/x) := inf{b ∈ R | y ≤ bx}.
By using the fact that x ∈ C − {0} and C is a closed cone, it is easy to see that
M(y/x) > −∞. If x ∈ C − {0}, y ∈ X and there exists a real number a with
ax ≤ y, we define

m(y/x;C) := m(y/x) := sup{a ∈ R | a x ≤ y}.
One easily proves that m(y/x) < ∞ and, if m(y/x) and M(y/x) are defined,
m(y/x) ≤ M(y/x). If x, y ∈ C − {0} and x dominates y and y dominates x,
we write x ∼ y and say that x is comparable to y. Comparability gives an
equivalence relation on C − {0}. If u ∈ C − {0} we define
(2.1) Cu = {x ∈ C − {0} | x ∼ u}.
Note that if int(C), the interior of C, is nonempty and u ∈ int(C), then int(C) =
Cu.
More generally, if C is a closed cone in a Banach space X and u ∈ C − {0},

we can define (see [21] or [48]) a normed linear space Xu by

Xu = {x ∈ X | there exists α ≥ 0 with − αu ≤ x ≤ αu}
and |x|u = inf{α ≥ 0 | −αu ≤ x ≤ αu} for x ∈ Xu. If C is a closed normal cone,
Xu is a Banach space, C ∩Xu is a closed, normal cone in Xu and the interior
of C ∩Xu in Xu is Cu. By this observation, our theorems, which will generally
apply to normal cones with nonempty interiors, can be applied to C ∩Xu in Xu.
If y ∈ C − {0} and x ∈ Cu, then α := m(y/x) and β =M(y/x) are defined and
0 < α ≤ β; and we define Hilbert’s projective metric d on Cu by

d(x, y) := log
(
β

α

)
.

If x, y, z ∈ Cu and λ and µ are positive scalars, one easily derives from this
definition that

d(x, y) = d(y, x), d(x, z) ≤ d(x, y) + d(y, z) and d(λx, µy) = d(x, y).
For x, y ∈ Cu, d(x, y) = 0 if and only if y = tx for some t > 0. It follows
that d is a true metric on the space of rays in Cu. For proofs and references
to the literature, we refer the reader to [10], [37, Chapter 1], [39, Section 1],
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[11] and [21]. An equivalent definition of d in terms of cross products will be
described later and is usually preferred by geometers (see [5], [6], [25] and [26])
but we find the above definition more suitable for applications in analysis.
If u ∈ C − {0} and Σ = {x ∈ Cu | ‖x‖ = 1}, the above remarks show that

Hilbert’s projective metric d, restricted to Σ, makes (Σ, d) a metric space. If
θ ∈ C∗ and θ(u) > 0, we shall also want to consider Σ := {x ∈ Cu | θ(x) = 1}.
Note, however, that in infinite dimensions it may not be possible to choose
θ ∈ C∗ \ {0} such that Σθ := {x ∈ Cu | θ(x) = 1} is bounded in norm, and it is
partly for this reason that we shall also consider Σ = {x ∈ Cu | ‖x‖ = 1}.
If C is a closed cone with nonempty interior in a Banach space (X, ‖ · ‖) and

q: int (C) → (0,∞) is a norm continuous map which is homogeneous of degree
1, we shall always write

(2.2) Σ := Σq := {x ∈ int(C) | q(x) = 1},

and we shall denote the closure in the norm topology by Σq. If qj : int(C) →
(0,∞) is a norm continuous map which is homogeneous of degree one, note that
there is a norm continuous homeomorphism Φ:Σq1 → Σq2 defined by

Φ(x) =
(
x

q2(x)

)
and Φ−1(y) =

(
y

q1(y)

)
.

The map Φ is also an isometry of (Σq1 , d) onto (Σq2 , d), so theorems about
(Σq1 , d) yield corresponding theorems about (Σq2,d) by means of Φ.
It is important to know when (Σq, d) is a complete metric space. Results

in this direction, in varing degrees of generality, have been obtained by several
authors. We refer, for example, to G. Birkhoff [7], Zabrĕıko, Krasnosel’skĭı and
Pokorny̆ı [52] and the book [29]. Further references to the literature can be
found in [37, p. 12–18], and in Section 1 of [39]. One should note that Zabrĕıko,
Krasnosel’skĭı and Pokorny̆ı were apparently unaware of closely related work of
G. Birkhoff [7], E. Hopf [23], A. C. Thompson [51] and others.

Lemma 2.1 (see [52]). Let C be a closed, normal cone in a Banach space X.
For u ∈ C \ {0}, suppose that q:Cu → (0,∞) is continuous in the norm topology
and homogeneous of degree one and let Σq := {x ∈ Cu | q(x) = 1}. If d denotes
Hilbert’s projective metric restricted to Σq, (Σq, d) is a complete metric space.

Hilbert’s projective metric d and the norm ‖ · ‖ on X give the same topology
when restricted to Σq in Lemma 2.1, but, roughly speaking, d puts the points
in Σ \ Σ at infinity.
If C is a closed, normal cone with nonempty interior in a Banach space X

and, by definition of normality, A is a constant such that

‖x‖ ≤ A‖y‖ for 0 ≤ x ≤ y,
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equation (1.14) in [39] implies that for all x, y ∈ Σ := {z ∈ int(C) | ‖z‖ = 1},

(2.3) ‖x− y‖ ≤ 2A[exp(d(x, y)) − 1].

If y ∈ int(C) and ρ = ρ(y) > 0 is such that {z ∈ X | ‖z − y‖ < ρ} ⊂ int(C),
equation (1.17) in [39] implies that for all x with ‖x− y‖ < ρ we have

(2.4) d(x, y) ≤ log
[
ρ+ ‖x− y‖
ρ− ‖x− y‖

]
.

The following standard lemma follows easily from equations (2.3) and (2.4).

Lemma 2.2. Let C be a closed, normal cone with nonempty interior in a Ba-
nach space (X, ‖ · ‖). Suppose that q: int(C)→ (0,∞) is homogeneous of degree
one and continuous in the norm topology and define Σq = {x ∈ int(C) | q(x) =
1}. If 〈xk | k ≥ 1〉 is a sequence in Σq and x ∈ Σq, then limk→∞ d(xk, x) = 0 if
and only if limk→∞ ‖xk − x‖ = 0. If K ⊂ Σq, then K is compact in the topology
from d if and only if K is compact in the norm topology.

Proof. If q(x) := q1(x) := ‖x‖, Lemma 2.2 follows easily from equations
(2.3) and (2.4). For general q, define Φ:Σq1 → Σq by Φ(x) = (x/q(x)) and note
that Φ is a homeomorphism onto Σq in the norm topology and an isometry in
the d-topology. �

Remark 2.3. Part of Lemma 2.2 only depends on equation (2.4) and thus
only requires that C have nonempty interior and not that C be normal. Let
C be a closed cone with nonempty interior in a Banach space X and let Σq be
as defined in Lemma 2.2. If K ⊂ Σq is compact in the norm topology, then it
follows that K is compact in the topology induced by Hilbert’s projective metric
d. The proof is left to the reader.

The assumption that a closed cone is normal may seem unrestrictive, espe-
cially since any closed cone in a finite dimensional Banach space is necessarily
normal. However, in infinite dimensions, even in discussing linear operators,
it may be necessary to consider non-normal cones: see [40], where non-normal
cones play a central role in the treatment of linear Perron–Frobenius operators.

Usually we shall be assuming that C is a closed, normal cone with nonempty
interior in a Banach space X , so it may be useful to mention some examples. If
C is a closed cone in a finite dimensional Banach space X , then C is normal;
and if Y is the smallest linear subspace of X which contains C, C is a closed,
normal cone with nonempty interior in Y . In particular, if X = Rn, a simple
example of a closed cone is given by

(2.5) Kn = {x = (x1, . . . , xn) ∈ R
n | xi ≥ 0 for 1 ≤ i ≤ n}.
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If S is a compact Hausdorff space, let C(S) denote the Banach space of real-
valued continuous maps f :S → R, with ‖f‖ := sup{|f(t)| | t ∈ S}. If we define
C ⊂ X := C(S) by

C = {f ∈ X | f(t) ≥ 0 for all t ∈ S},

then C is a closed, normal cone with nonempty interior in X . For S = {1, . . . , n}
we can identify C(S) with Rn and C with Kn. If H is a Hilbert space, X is the
Banach space of bounded, self-adjoint linear operators L:H → H and C is the
cone of positive semi-definite operators L ∈ X , then C is a closed, normal cone
with nonempty interior in X .

Finally, we mention a class of examples which provides the connection be-
tween the geometer’s definition of d in terms of “cross-ratio” and the definition
above. Suppose that G is a bounded, open convex set in a Banach space Y .
By translating G we can assume that 0 ∈ G, and we let p:Y → R denote the
Minkowski functional of G (see [13, p. 108] or [17, p. 411]) so

p(y) := inf{s > 0 | y ∈ sG}, y ∈ Y.

Let X = Y × R, a Banach space, and for a fixed positive constant λ, define
C ⊂ X by

C = {x := (y, t) ∈ X | p(y) ≤ λt}
One can prove that C is a closed, normal cone with nonempty interior in X . If
we define θ((y, t)) = λ−1t for (y, t) ∈ X , then θ ∈ C∗ \ {0} and

Σ := {x ∈ int(C) | θ(x) = 1} = G× {λ}.

Lemmas 2.1 and 2.2 imply that (Σ, d) = (G×{λ}, d) is a complete metric space
and that the topology induced by d on G× {λ} is the same as that induced by
the norm on X . We can identify G× (λ} with G and abusing notation slightly,
consider d as a metric on G via the identification, so for y1, y2 ∈ G,

d(y1, y2) := d((y1, λ), (y2, λ)).

If y1, y2 ∈ G with y1 �= y2 we can also follow Hilbert [22] and consider the
straight line � passing through y1 and y2. The line � intersects ∂G in precisely
two points, a and b, and we can assume that the points a, y1, y2, b appear in
that order on �. We define [a, y1, y2, b], the cross-ratio of a, y1, y2, b, by

[a, y1, y2, b] =
‖y2 − a‖‖y1 − b‖
‖y1 − a‖‖y2 − b‖ ,

and we define

d̂(y1, y2) = log([a, y1, y2, b])
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and d̂(y1, y2) = 0 if y1 = y2. It is straightforward calculation (see [37, p. 31–32])
to show that

d(y1, y2) = d̂(y1, y2) for all y1, y2 ∈ G.
As we have already noted, geometers prefer the above definition in terms of
cross-ratio. Typically, analysts have been less interested in Hilbert’s projective
metric per se than in the fact that many important classes of maps are either
contractions with respect to d or nonexpansive with respect to d. We refer, for
example, to the beautiful classical theory of positive linear operators (see [7], [23]
and [47]); and we refer to [19] and [20] for further references to the literature.
Many maps of interest in analysis arise naturally as cone-preserving operators.
If C is a closed, normal cone with nonempty interior in a Banach space X ,

q: int(C) → (0,∞) is norm continuous and homogeneous of degree one, Σq is
given by equation (2.2) and Σq denotes the norm closure of Σq, we shall be
interested in maps f : Σ→ Σ such that for all x, y ∈ Σ.

(2.6) d(f(x), f(y)) ≤ d(x, y).

Here, of course, d denotes Hilbert’s projective metric on int(C). If f : Σ → Σ
satisfies (2.6), we shall call f nonexpansive with respect to d or d-nonexpansive.
If g: int(C)→ C we shall say that g is homogeneous of degree one if g(tx) = tg(x)
for all t > 0 and x ∈ int(C). If g: int(C) → int(C) is order-preserving and
homogeneous of degree one, one can define f : Σ→ Σ by

(2.7) f(x) = g(x)/q(g(x))

and it is easy to prove (see [37, Chapter 1]) that f is d-nonexpansive. More
generally, g: int(C) → C is called subhomogeneous if g(tx) ≥ tg(x) whenever
x ∈ int(C) and 0 < t ≤ 1. If g: int(C) → int(C) is order-preserving and sub-
homogeneous, q is order-preserving and f : Σ → Σ is defined by (2.7), one can
easily prove that f is d-nonexpansive.
In general, if C, Σq and Σq are as above, f : Σq → Σq is a map and y ∈ Σq,

we shall need to study the omega limit set of y under f . However, it is necessary
to distinguish carefully between the omega limit set taken in the norm topology
on Σq and the omega limit set taken with respect to the metric d on Σq. We
define

(2.8) ω(y; f, ‖ · ‖) =
⋂
n≥1
(norm closure in Σq of {f j(y) | j ≥ n}).

Alternatively, it is known that z ∈ ω(y; f, ‖ · ‖) if and only if z ∈ Σq and there
exists a sequence of integers nj →∞ such that

lim
j→∞
‖fnj(y)− z‖ = 0.
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If S ⊂ Σq, we can take the closure of S in Σ with respect to the metric d,
and shall call this the d-closure of S. We define

(2.9) ω(y; f, d) =
⋂
n≥1
(d− closure in Σq of {f j(y) | j ≥ n}).

It is known that z ∈ ω(y; f, d) if and only if z ∈ Σq and there exists a sequence
of integers nj →∞ such that

lim
j→∞
d(fnj (y), z) = 0.

Lemma 2.2 implies that

ω(y; f, d) = ω(y; f, ‖ · ‖)
⋂
Σq.

However, the eventual focus of this paper will be to specify the location of
ω(y; f, ‖ · ‖) in Σq when ω(y; f, d) is empty. If ω(y; f, d) is nonempty and
f : Σq → Σq is d-nonexpansive, a result of Dafermos and Slemrod (see [14] and
[37, remarks, p. 111–112]) implies that f |ω(y; f, d) is an isometry in the d met-
ric of ω(y; f, d) onto ω(y; f, d). Furthermore, for all z ∈ ω(y; f, d), ω(y; f, d) =
ω(z; f, d); and there exists a sequence of positive integers σk → ∞ such that
limk→∞d(fσk(z), z) = 0 for all z ∈ ω(y; f, d). Note also closely related results of
Edelstein [18].

3. Omega limit sets and fixed points of maps f : Σ → Σ
In this section, we shall give generalizations of some fixed point theorems

for cone mappings, in particular, generalizations of Theorems 4.1 and 4.2 of [37,
p. 114]. It is convenient first to recall Kuratowski’s measure of noncompact-
ness [31]. If (Y, ρ) is a metric space and S ⊂ Y , we define diam(S), the diameter
of S, by

diam(S) = sup{ρ(s, t) | s, t ∈ S},
and we say that S is bounded or of finite diameter if diam(S) <∞. If S ⊂ Y is
bounded, α(S), the Kuratowski measure of noncompactness of S, is defined by

α(S) = inf
{
δ > 0

∣∣∣∣ S =
n⋃
i=1

Si, with n <∞ and diam(Si) ≤ δ for 1 ≤ i ≤ n
}
.

For any bounded sets S, T in Y , one easily verifies that α(S) = α(S) and
α(S ∪T ) = max{α(S), α(T )}. If (Y, ρ) is a complete metric space and Sn, n ≥ 1,
is a decreasing sequence of closed, bounded nonempty sets in Y and limn→∞
α(Sn) = 0, then Kuratowski [31] proved the S∞ := ∩Sn is a nonempty, compact
subset of Y . Furthermore, if U is any open set with S∞ ⊂ U , then there exists
an integer N(U) = N with Sn ⊂ U for all n ≥ N .
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It was G. Darbo [15] who first realized the usefulness of the Kuratowski
measure of noncompactness in fixed point theory. If (Y, ‖ · ‖) is a Banach space
(so the metric ρ on Y is given by ρ(x, y) = ‖x− y‖) and S and T are bounded
subsets of Y , define co(S), the convex hull of S, to be the smallest convex set
which contains S and define S + T := {s+ t | s ∈ S, t ∈ T }. Darbo proved that

α(co(S)) = α(S) and α(S + T ) ≤ α(S) + α(T ).

If λ is a scalar and λS := {λs | s ∈ S}, one also easily verifies that α(λS) =
|λ|α(S). We shall denote by co(S) the closure in the norm topology of co(S),
and we shall call co(S) the closed, convex hull of S.
Suppose that D ⊂ (Y, ‖ · ‖), F :D → Y is a continuous map and c ≥ 0.

We shall call f a c-set-contraction (with respect to the Kuratowski measure of
noncompactness) if α(f(C)) ≤ cα(S) for all bounded sets S ⊂ D. Darbo [15]
used these ideas to give an elegant generalization of the Schauder fixed point
theorem: If G is a closed, bounded, convex set in a Banach space and f :G→ G
is a c-set-contraction, c < 1, f has a fixed point in G. If D is a subset of a Ba-
nach space Y , f :D → Y is a continuous map and α(f(S)) < α(S) whenever
0 < α(S) < ∞, f is called a condensing map. If G is a closed, bounded convex
set in a Banach space and f :G→ G is a condensing map, Sadovskĭı [46] observed
that f has a fixed point. Sadovskĭı’s theorem directly generalizes Darbo’s result,
although one should note that Sadovskĭı actually worked with a measure of non-
compactness different from Kuratowski’s. Conversely, one can easily use Darbo’s
theorem and a limiting argument to obtain Sadovskĭı’s theorem, although this
was not Sadovskii’s original approach.
If Σ is a convex subset of a Banach space X and f : Σ→ Σ is a map, we say

that f satisfies the fixed point property on Σ (see [37, p. 113]) if, for every norm
closed, norm bounded, convex set D ⊂ Σ such that f(D) ⊂ D, f has a fixed
point in D. If f : Σ→ Σ is a condensing map, f satisfies the fixed point property
on Σ.
If C is a closed, normal cone with nonempty interior in a Banach space (X, ‖·

‖) and if q: int(C)→ (0,∞) is a norm continuous map which is homogeneous of
degree one, we shall always be interested in Σ := Σq defined by

Σq := {x ∈ int(C) | q(x) = 1}.

If d denotes Hilbert’s projective metric on int(C), z ∈ int(C) and R > 0, we
shall always write

(3.1) VR(z) := {x ∈ int(C) | d(x, z) ≤ R}.

Note, (see [37, Lemma 4.1, p. 112]) that VR(z) is convex and, in fact, one can
prove that VR(z) ∪ {0} is a closed cone in X . If D ⊂ Σq, we shall say that D is
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quasi-convex if whenever x, y ∈ D and 0 < α < 1,
((1 − α)x + αy)/q((1− α)x + αy) ∈ D.

The term quasi-convex has a different meaning in other areas of mathematics,
but no confusion should result. If D ⊂ Σq, we shall say that D is bounded in
(Σq, d) if there exist R > 0 and z ∈ Σq with D ⊂ VR(z). If D is bounded in
(Σq, d) and C is normal, D is closed in (Σq, d) or closed in the d-topology if and
only if D is closed in the norm topology.
We want to generalize the definition that f : Σ → Σ satisfies the fixed point

property on Σ.

Definition 3.1. Let C, X , Σq and q be as above and assume that f : Σq →
Σq is a continuous map in the norm topology. We say that f satisfies the fixed
point property on Σq with respect to d if for every quasi-convex set D ⊂ Σq such
that D is closed and bounded in (Σq, d) and f(D) ⊂ D, f has a fixed point in D.
If D1 ⊂ Σq and D2 ⊂ Σq are quasi-convex, it is easy to see that D1 ∩D2 is

quasi-convex. Thus, any intersection of quasi-convex sets is quasi-convex (though
possibly empty). The reader can verify that for z ∈ int(C) and R > 0, VR(z)∩Σq
is quasi-convex. It follows that if R > 0 and ω ⊂ int(C), then

D :=
( ⋂
z∈ω
VR(z)

)
∩ Σq

is quasi-convex.
We need conditions which insure that f : Σq → Σq satisfies the fixed point

property on Σq with respect to d. We begin by recalling a special case of
Lemma 7.5 in [3]. Note that the proof of Lemma 7.5 in [3] is closely related
to the proof of Lemma 2.1 of [37, p. 45].

Lemma 3.2 (see [3, Lemma 7.5] and [37, Lemma 2.1, p. 45]). Let C be
a closed cone with nonempty interior int(C) in a Banach space (X, ‖ · ‖) and
let d denote Hilbert’s projective metric on int(C). Let q:C → [0,∞) be a norm
continuous map which is order-preserving (with respect to the partial ordering
from C), homogeneous of degree one and strictly positive on int(C) and define
Σ = {x ∈ int(C) | q(x) = 1}. Given u ∈ int(C), define Φu: int(C)→ int(C) and
Ψu: int(C)→ int(C) ∩ Σ by

Φu(x) = x+ q(x)u and Ψu(x) =
Φu(x)
q(Φu(x))

.

Then, for all v ∈ int(C) and R > 0, there exists a constant c = c(u, v, q, R) such
that 0 ≤ c < 1 and

d(Φu(x),Φu(y)) = d(Ψu(x),Ψu(y)) ≤ cd(x, y) for all x, y ∈ VR(v),
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where VR(v) is as in (3.1). If Σ is bounded in norm, then {Ψu(z) | z ∈ int(C)}
is a bounded set in (Σ, d); and this fact does not depend on the assumption that
q is order preserving.

With the aid of Lemma 3.2 we can prove a fixed point theorem which will
later play a crucial role.

Theorem 3.3. Let C be a closed, normal cone with nonempty interior in
a Banach space (X, ‖ · ‖). Let q: int(C)→ (0,∞) be a positive, norm continuous
map which is homogeneous of degree one and let Σq = {x ∈ int(C) | q(x) = 1}.
Let f : Σq → Σq be a map which is nonexpansive with respect to d. For every
D ⊂ Σq which is bounded in (Σq, d), assume that there is a positive integer
n = n(D) such that fn|D is a condensing map (in the norm topology). Then
(see Definition 3.1) f satisfies the fixed point property on Σq with respect to d.

Proof. Since C is normal, there exists an equivalent norm | · | on X whose
restriction to C is order-preserving, We first assume that q(x) = |x| and prove
the theorem in this case. Equation (2.3) implies that for all x, y ∈ Σ := {x ∈
int(C) | |x| = 1},
(3.2) |x− y| ≤ 2[exp(d(x, y)) − 1].
Let D ⊂ Σ be a quasi-convex set which is closed and bounded in (Σ, d) and such
that f(D) ⊂ D. Select a fixed element u ∈ D and a number R > 0 such that
D ⊂ VR(u). For 0 < ε < 1, define maps Φε and Ψε of int(C) into itself by

Φε(x) = x+ ε|x|u and Ψε(x) = Φε(x)/|Φε(x)|.

If x ∈ D, |x| = 1 and, for α := ε/(1 + ε), we have
Ψε(x) = [(1− α)x + αu]/|(1− α)x+ αu|.

Since D is quasi-convex, it follows that Ψε(D) ⊂ D. Lemma 3.2 implies that
there is a constant k < 1 (k dependent on D,u and ε) with

(3.3) d(Ψε(x),Ψε(y)) ≤ kd(x, y) for all x, y ∈ D.

If we define fε:D → D by fε = Ψε ◦ f , equation (3.3) implies that
(3.4) d(fε(x), fε(y)) ≤ k d(x, y) for all x, y ∈ D.

Since D is a normal cone, (D, d) is a complete metric space, and the contraction
mapping principle implies that there exists xε ∈ D with fε(xε) = xε.
We need to prove that d(f(xε), xε) → 0 as ε → 0+. Since |y| = 1 for all

y ∈ Σq, the equation fε(xε) = xε gives, for λε := |f(xε) + εu|,
f(xε) + εu = |f(xε) + εu|xε = λεxε.
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If x ∈ D, d(x, u) ≤ R, and there exist α > 0 and β > 0 with αx ≤ u ≤ βx
and (β/α) ≤ exp(R). Because y → |y| is order-preserving on C, we know that
α|x| = α ≤ |u| = 1 ≤ β|x| = β, so β ≤ (β/α) ≤ exp(R). Combining these
inequalities, we see that for x ∈ D,

x ≤ x+ εu ≤ x+ ε exp(R)x.
For λε as above, we also see that

1 = |f(xε)| ≤ λε = |f(xε) + εu| ≤ |f(xε) + ε exp(R)f(xε)| = 1 + ε exp(R).
We have that

(3.5) d(f(xε), xε) = d(f(xε), λεxε) = d(λεxε − εu, λεxε) = d(xε − (ε/λε)u, xε)
We know that

(ε/λε)u ≤ (ε/λε) exp(R)xε ≤ ε exp(R)xε,
so we obtain that

(3.6) (1− ε exp(R))xε ≤ xε − (ε/λε)xε ≤ xε.
If we assume, as we can, that ε exp(R) < 1, equations (3.5) and (3.6) give

(3.7) d(f(xε), xε) ≤ − log(1− ε exp(R)).
Since f is nonexpansive in Hilbert’s projective metric, we obtain from (3.7) that
(assuming ε exp(R) < 1)

(3.8) d(fn(xε), xε) ≤
n∑
j=1

d(f j(xε), f j−1(xε)) ≤ −n log(1− ε exp(R)),

and equations (3.2) and (3.8) give

(3.9) |fn(xε)− xε| ≤ 2[exp(d(fn(xε), xε))− 1] ≤ 2[(1− ε exp(R))−n − 1].
We now let εk > 0 be a sequence which approaches 0 and for notational

convenience we write yk = xεk and rk = yk − fn(yk). Since | · | and ‖ · ‖ are
equivalent norms, equation (3.9) implies that ‖rk‖ → 0 as k → ∞. We let
A = {yk | k ≥ 1} and B = {rk | k ≥ 1} so B has compact closure in the norm
topology and

(3.10) A ⊂ fn(A) + B.
Using the Kuratowski measure of noncompactness derived from ‖ · ‖, (3.10)
implies

α(A) ≤ α(fn(A)) + α(B) = α(fn(A)).
Since fn|D is condensing, the latter equation implies that α(A) = 0 and A
has compact norm closure. Thus, by selecting a subsequence, we can assume
that ‖yk − y‖ → 0 for some y ∈ D. Equations (3.2) and (3.7) imply that
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‖f(yk)− yk‖ → 0, so the continuity of f in the norm topology on D implies that
f(y) = y.
We now let q: int(C) → (0,∞) denote a general map as in the statement of

Theorem 3.3. We define Σ2 = {y ∈ int(C) | q(y) = 1} and Σ1 = {x ∈ int(C) |
|x| = 1}. Assume that f : Σ2 → Σ2 is norm continuous and d-nonexpansive.
Let D2 ⊂ Σ2 be quasi-convex, closed and bounded in (Σ2, d) and such that
f(D2) ⊂ D2. Assume that fn|D2 is a condensing map (in the norm topology) for
some n = n(D2) ≥ 1. Define a homeomorphism ϑ: Σ1 → Σ2 by ϑ(x) = x/q(x),
and note that ϑ−1(y) = y/|y| and ϑ: (Σ1, d)→ (Σ2, d) is an isometry. It follows
that ϑ−1(D2) := D1 is closed and bounded in (Σ1, d). We claim that D1 is also
quasi-convex. If x, y ∈ D2 and 0 < α < 1, define x1 = ϑ−1(x) and y1 = ϑ−1(y).
We must prove that [(1− α)x1 +αy1]/|(1−α)x1 +αy1| is an element of D1; or,
equivalently, we must prove that for

z := (1− α)(x/|x|) + α(y/|y|), z/q(z) ∈ D2.
Define ν−1 = [((1−α)/|x|)+(α/|y|)] and β = (αν)/|y|, so (1−β) = ((1−α)ν)/|x|,
and observe that, for w := (1− β)x + βy,

z/q(z) = w/q(w) ∈ D2.
If we define g = ϑ−1fϑ, it is easily verified that g(D1) ⊂ D1 and g: Σ1 → Σ1

is d-nonexpansive. Since D is quasi-convex and closed and bounded in (Σ1, d),
the argument of the first part of the proof shows that there exists xε ∈ D1,
such that limε→0+ d(g(xε), xε) = 0 : xε is just the fixed point of Ψε ◦ g. If we
define yε = ϑ(xε) ∈ D2, it follows that limε→0+ d(f(yε), yε) = 0. Since f is
d-nonexpansive, we have

d(fn(yε), yε) ≤
n∑
j=1

d(f j(yε), f j−1(yε)) ≤ n d(f(yε), yε) := nψ(ε),

so limε→0+ d(fn(yε), yε) = 0. Equation (3.2) now implies that

lim
ε→0+

‖fn(yε)− yε‖ = 0.

As in the special case q(x) = |x|, we now let εk > 0 be a sequence which
approaches 0, and we write yk = yεk and rk = yk − fn(yk). Since fn|D2 is
a condensing map, the same argument used previously shows that A := {yk |
k ≥ 1} has compact closure and that, if ki →∞ is a sequence with yki → y ∈ D2,
we have f(y) = y. �

Remark 3.4. If G is a closed, bounded convex set in a Banach space (X, ‖·‖)
and f :G → G is a continuous map such that fn is a c-set-contraction, c < 1,
for some n ≥ 1, it is an old conjecture that f has a fixed point. More generally,
if G ⊂ X is a finite union of closed, bounded convex sets and f :G → G is
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a continuous map such that fn is a c-set-contraction, c < 1, for some n ≥ 1,
and L(f), the Lefschetz number of f , is nonzero, one may conjecture that f has
a fixed point in G. In general, a number of algebraic topology tools like the fixed
point index (see [8] or [16]) and the Lefschetz fixed point theorem have played
a role in studying this conjecture. A variety of partial results and references to the
literature can be found in [42]–[44]; but even if G is the closed unit ball in Hilbert
space and f2 is compact, the general question remains unresolved. In the context
of Theorem 3.3, one may conjecture that f satisfies the fixed point property on
Σq with respect to d even if f : Σq → Σq is not assumed nonexpansive with respect
to d, but clearly the given proof depends very strongly on d-nonexpansivity.

The proof of Theorem 3.3 actually yields the following cleaner and more
general version.

Theorem 3.3’. Let C be a closed, normal cone with nonempty interior in
a Banach space (X, ‖ · ‖). Let q: int(C) → (0,∞) be a norm continuous map
which is homogeneous of degree one and let Σq = {x ∈ int(C) | q(x) = 1}.
Let f : Σq → Σq be a map which is nonexpansive with respect to d. For every
sequence 〈xk | k ≥ 1〉 ⊂ Σq such that 〈xk | k ≥ 1〉 is bounded in (Σq, d) and
d(f(xk), xk)→ 0, assume that there exist a subsequence xki , ki ↑ ∞, and ξ ∈ Σq
with limi→∞ d(xki , ξ) = 0. Then f satisfies the fixed point property on Σq with
respect to d.

Our next result is a generalization of Theorem 4.1 in [37, p. 114], but given
the assumption of the fixed point property on Σq with respect to d, the proof is
the same. We sketch the proof for the reader’s convenience.

Theorem 3.5 (comp. [37, Theorem 4.1, p. 114]). Let C be a closed, nor-
mal cone with nonempty interior in a Banach space (X, ‖ · ‖). Let q: int(C) →
(0,∞) be a norm continuous map which is homogeneous of degree 1 and write
Σ := Σq := {x ∈ int(C) | q(x) = 1}. Let f : Σ → Σ be a map which is nonex-
pansive with respect to Hilbert’s projective metric d and which satisfies the fixed
point property on Σ with respect to d (see Definition 3.1, Theorem 3.3 and The-
orem 3.3’). If there exists x∗ ∈ Σ such that ω(x∗; f, d) is nonempty and bounded
in (Σ, d) (see (2.9) and Lemma 2.2), then f has a fixed point in Σ.

Proof. Let ω = ω(x∗; f, d). Since (Σ, d) is a complete metric space, a result
of Dafermos and Slemrod (see Section 2) implies that f(ω) = ω. Select R ≥
sup{d(x, y) | x, y ∈ ω}, so VR(z) ∩Σ ⊃ ω for all z ∈ ω and D := (

⋂
z∈ω VR(z)) ∩

Σ ⊃ ω is nonempty. If x ∈ D, then d(x, z) ≤ R for all z ∈ ω, so d(f(x), f(z)) ≤ R
for all z ∈ ω. Since f(ω) = ω, d(f(x), ζ) ≤ R for all ζ ∈ ω, so f(x) ∈ D. Because
f satisfies the fixed property on Σ and because, as noted previously, D is quasi-
convex and closed and bounded in (Σ, d), f has a fixed point in D. �
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A more easily applicable version of Theorem 3.5 is provided by the following
corollary.

Corollary 3.6. Let C, (X, ‖·‖), q,Σq and f : Σq → Σq be as in Theorem 3.3.
If there exists x∗ ∈ Σq and R∗ > 0 such that

γ(x∗; f) := {f i(x) | k ≥ 0} ⊂ VR∗(x∗),

then f has a fixed point in Σq.

Proof. If we write D = γ(x∗; f), D is bounded in (Σq, d) and f(D) ⊂ D.
By assumption there exists n = n(D) ≥ 1 such that fn | D is a condensing
map. Let α denote Kuratowski’s measure of noncompactness. If α(D) > 0, the
equation

D = fn(D) ∪ {f j(x∗) | 0 ≤ j < n}
would imply that α(D) = α(fn(D)) < α(D), a contradiction. Thus α(D) = 0
and γ(x∗; f) has compact closure B in the norm topology. Lemma 2.2 implies
that B ⊂ VR(x∗) ∩ Σq, that B equals the closure of γ(x∗; f) in the d-topology
and that B is compact in the d-topology. Because f(γ(x∗; f)) ⊂ γ(x∗; f) we
have f(B) ⊂ B, so ⋂k≥1 fk(B) is the intersection of a decreasing sequence of
nonempty, compact sets and B∞ :=

⋂
k≥1 f

k(B) is compact and nonempty in
(Σq, d). However, one can easily see that B∞ = ω(x∗; f, d), so Theorem 3.5
implies that f has a fixed point in Σq. �

If assumptions are as in Theorem 3.3’ and one assumes that γ(x∗; f) is
bounded in (Σq, d) and has compact closure in the norm topology, Theorems
3.3’ and 3.5 give the following variant of Corollary 3.6.

Corollary 3.6’. Let C, (X, ‖ · ‖), q, Σq and f : Σq → Σq be as in Theo-
rem 3.3’. If there exists x∗ ∈ Σq such that γ(x∗; f) = {fk(x∗) | k ≥ 0} is bounded
in (Σq, d) and has compact closure in the norm topology, then f has a fixed point
in Σq.

A. C. Thompson [51] has defined a useful variant of Hilbert’s projective
metric which we shall call Thompson’s metric. If C is a closed cone in a Banach
space and u ∈ C{0}, we define Thompson’s metric d on Cu (see (2.1)) by

d(x, y) = max(log(M(y/x)), log(M(x/y)))

Thompson [51] has proved that d is indeed a metric on Cu and that, if C is
a normal cone, (Cu, d) is a complete metric space. If f :Cu → Cu is order-
preserving (in the partial ordering from C) and subhomogeneous, then

(3.11) d(f(x), f(y)) ≤ d(x, y)
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for all x, y ∈ Cu. In general, if f :D ⊂ Cu → Cu is a map such that (3.11) is
satisfied for all x, y ∈ D, we shall say that f is nonexpansive with respect to d
or d-nonexpansive.
If C is a closed cone with nonempty interior in a Banach space (X, ‖ · ‖), z ∈

int(C) and R > 0, we shall always write

(3.12) BR(z) := {x ∈ int(C) : d(x, z) ≤ R}.
Definition 3.7. Let C be a closed cone with nonempty interior int(C) in

a Banach space X and let f : int(C) → int(C) be a continuous map. Assume
that whenever D ⊂ int(C) is convex and closed and bounded with respect to
Thompson’s metric d and f(D) ⊂ D it follows that f has a fixed point in D.
Then we shall say that f satisfies the fixed point property on int(C) with respect
to d.

Our previous results for Hilbert’s projective metric have direct analogues for
Thompson’s metric. We begin with a simple calculus lemma.

Lemma 3.8. If 1/2 ≤ k < 1, it follows that
[exp(kρ)− 1][exp(ρ)− exp(kρ)]−1 ≥ (k/(1− k)) exp(−kρ) for all ρ > 0.

Proof. If k = 1/2, the inequality becomes an equality, so we assume that
1/2 < k < 1. A calculation shows that proving the inequality in the lemma is
equivalent to showing that

(1 − k)ekρ(ekρ − 1) ≥ k(eρ − ekρ)
for all ρ > 0. Multiplying by e−kρ, the latter inequalithy is equivalent to proving
that

g(ρ) := (1 − k)ekρ − ke(1−k)ρ + (2k − 1) ≥ 0
for all ρ > 0. We have g(0) = 0, and since 1/2 < k < 1,

g′(ρ) = k(1− k)ekρ − k(1− k)e(1−k)ρ > 0
for all ρ > 0, so g(ρ) > 0 for all ρ > 0. �

Lemma 3.9. Let C be a closed cone with nonempty interior in a Banach
space (X, ‖ · ‖) and let d denote Thompson’s metric on int(C). For a fixed
u ∈ int(C) and 0 < ε < 1, define ϑε: int(C)→ int(C) by

ϑε(x) = (1− ε)x+ εu.
If z ∈ int(C), R > 0 and u ∈ BR(z), ϑε(BR(z)) ⊂ BR(z). Furthermore, there
exists k, 0 < k < 1, such that

d(θε(x), ϑε(y)) ≤ kd(x, y) for all x, y ∈ BR(z).
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Proof. We leave to the reader the simple argument that BR(z) is convex.
If u ∈ BR(z), it follows that ϑε(x) ∈ BR(z) for all x ∈ BR(z). If x, y ∈ BR(z)
and d(x, y) = ρ > 0, we know that e−ρx ≤ y ≤ eρx. We have to find a number
k, 0 < k < 1, k independent of x, y ∈ BR((z) such that
(1− ε)y + εu ≤ ekρ((1 − ε)x+ εu) and (1− ε)x+ εu ≤ ekρ((1 − ε)y + εu).
Since y ≤ eρx and x ≤ eρy, it suffices to find k, 0 < k < 1, such that

(3.13)
(1 − ε)eρx+ εu ≤ ekρ((1− ε)x+ εu),
(1− ε)eρy + εu ≤ ekρ((1− ε)y + εu).

Since x ≤ e2Ru and y ≤ e2Ru for all x, y ∈ BR(z), (3.13) will be satisfied if
(1− ε)(eρ − ekρ)e2Ru ≤ ε(ekρ − 1)u

for 0 < ρ ≤ 2R, i.e. if

1 ≤
(
ε

1− ε
)
e−2R
(
ekρ − 1
eρ − ekρ

)
for 0 < ρ ≤ 2R.

Lemma 3.8 implies that the latter inequality will be satisfied if

(3.14) 1 ≤
(
ε

1− ε
)
e−4R
(
k

1− k
)

and (3.14) is satisfied if

k =
e4R(1 − ε)
e4R(1− ε) + ε . �

We can now give a direct analogue for Thompson’s metric of Theorem 3.3
for Hilbert’s projective metric.

Theorem 3.10. Let C be a closed, normal cone with nonempty interior in
a Banach space X and let f : int(C) → int(C) be a map which is nonexpansive
with respect to Thompson’s d-metric. For every set D ⊂ int(C) which is bounded
in (int(C), d) and satisfies f(D) ⊂ D, assume that there is an integer n = nD
such that fn|D is a condensing map in the norm topology. Then f satisfies the
fixed point property on int(C) with respect to d. The assumption that fn|D is
condensing can be replaced by the weaker assumption that whenever D ⊂ int(C)
is closed and bounded in the d topology, f(D) ⊂ D and d(f(xk), xk) → 0 for
some sequence 〈xk | k ≥ 1〉 in D, then there exists ξ ∈ D with f(ξ) = ξ.

Proof. Suppose that D ⊂ int(C) is closed and bounded in (int(C), d), D
is convex and f(D) ⊂ D. D is also closed and bounded in the norm topology
because C is normal. If f |D is condensing, Sadovskĭı’s theorem implies that f has
a fixed point without the assumption that f is d-nonexpansive. In general, select
u ∈ D and ε with 0 < ε < 1 and define θε(x) = (1−ε)+εu. Lemma 3.10 implies
that θε(D) ⊂ D and that there is a constant k, 0 < k < 1, with d(θε(x), θε(y)) ≤
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kd(x, y) for all x, y ∈ D. Define fε = θε ◦ f , so d(fε(x), fε(y)) ≤ kd(x, y) for all
x, y ∈ D.
Because D is bounded in (int(C), d), there exists R so d(x, y) ≤ R for all

x, y ∈ D, so εu ≤ εeRf(xε) and

xε = (1− ε)f(xε) + εu ≤
(
(1 − ε) + εeR)f(xε).

We also have that

f(xε) ≤ (1− ε)−1xε,
so

d(f(xε), xε) ≤ max(− log(1− ε), log(1 − ε+ ε eR)) := ψ(ε).
If n = nD is as in the statement of the theorem,

(3.15) d(fn(xε), xε) ≤
n∑
j=1

d(f j(xε), f j−1(xε)) ≤ nψ(ε).

If ‖ · ‖ denotes the norm on X , then because C is normal, there exists a con-
stant M1, such that

‖x‖ ≤M1‖y‖
whenever 0 ≤ x ≤ y. If x, y ∈ D and d(x, y) = ρ, we find that 0 ≤ y − e−ρx ≤
(eρ − e−ρ)x, so

‖y − x‖ ≤ ‖y − e−ρx‖+ ‖e−ρx− x‖ ≤M1(eρ − e−ρ)‖x‖+ (1 − e−ρ)‖x‖.

Since x ≤ eRu for all x ∈ D, we see that ‖x‖ ≤M1eR‖u‖ and

(3.16) ‖y − x‖ ≤M1eR‖u‖(1− e−ρ +M21 (eρ − e−ρ)‖u‖, ρ := d(x, y).

Applying (3.16) to x = xε and y = fn(xε) and using (3.15), we see that there is
a function ψ1(ε) with limε→0+ ψ1(ε) = 0 and

(3.17) ‖fn(xε)− xε‖ ≤ ψ1(ε)

for 0 < ε < 1. Taking a sequence εj → 0+ and defining yj = xεj , (3.17) shows
that the sequence 〈yj−fn(yj) | j ≥ 1〉 converges to zero in norm; and because fn
is condensing, the same argument used in Theorem 3.3 shows that {yj | j ≥ 1}
has compact closure in the norm topology and the d-topology. It follows that
there is a subsequence ji →∞ with yji → y ∈ D, and the continuity of f implies
that f(y) = y.
In general, even if fn is not assumed condensing, we have shown that

d(f(yj), yj)→ 0,

and the more general final statement of the theorem then implies that there
exists η ∈ D with f(η) = η. �
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With the aid of Theorem 3.10 we can give generalizations of Theorem 4.3 in
[37, p. 117].

Theorem 3.11 (comp. [37, Theorem 4.3, p. 117]). Let C be a closed, normal
cone with nonempty interior in a Banach space (X, ‖ ·‖). Let f : int(C)→ int(C)
be a continuous map which is nonexpansive with respect to Thompson’s metric
d and which satisfies the fixed point property on int(C) with respect to d (see
Definition 3.7 and Theorem 3.10). Define ω(x∗; f, d) by

ω(x∗; f, d) =
⋂
n≥1
(d− closure of {f j(x∗) : j ≥ n}),

and assume that, for some x∗ ∈ int(C), ω(x∗; f, d) is nonempty and bounded in
the d metric. Then f has a fixed point in int(C).

Proof. Let ω := ω(x∗; f, d). Because (int(C),d) is a complete metric space
and f is d-nonexpansive, a result of Dafermos and Slemrod (see Section 2) im-
plies that f(ω) = ω. Select R ≥ sup{d(x, y) | x, y ∈ ω} and define D =
C
⋂
z∈ω BR(z) ⊃ ω. Note that D is convex and D is closed and bounded in

(int(C), d). The same argument as in Theorem 3.8 shows that f(D) ⊂ D, so f
has a fixed point in D. �

The following result follows from Theorem 3.11 but is often more easily ap-
plicable. The proof is exactly analogous to that of Corollary 3.6 and is left to
the reader.

Corollary 3.12. Let C be a closed, normal cone with nonempty interior
in a Banach space X. Let f : int(C) → int(C) be a map which is nonexpansive
in the d-metric. For each set D ⊂ int(C) which is bounded in (int(C), d) and
satisfies f(D) ⊂ D, assume that there exists an integer n = nD such that fn|D
is a condensing map in the norm metric. Assume that there exists x∗ ∈ int(C)
and R∗ > 0 such that γ(x∗; f) := {fk(x∗) | k ≥ 0} ⊂ BR∗(x∗). Then f has
a fixed point in int(C).

We shall now use our previous results in order to generalize Theorem 4.2
in [37, p. 114] to the case of infinite dimensional cones. The original proof of
Theorem 4.2 in [37] used a result of Roehrig and Sine [45], and we could prove
the generalization here by again using the Roehrig–Sine result. However, we
prefer to use a theorem of A. Calka [12]. We are indebted to Simeon Reich for
informing us of Calka’s paper.
Recall that a metric space (M,ρ) is finitely totally bounded if each bounded

subset ofM is totally bounded, i.e. if, for each bounded set S ⊂M and each ε > 0,
S can be covered by a finite number of balls of radius ε. A map f :M → M is
nonexpansive (with respect to ρ) if ρ(f(x), f(y)) ≤ ρ(x, y) for all x, y ∈ M .
Calka [12] has proved the following theorem.
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Theorem 3.13 (see [12, Theorem 5.6]). Let (M,ρ) be a metric space which
is finitely totally bounded and let f :M → M be a nonexpansive map. If, for
some z0 ∈ M , the sequence 〈f j(z0) | j ≥ 0〉 contains a bounded subsequence,
then for every z ∈M the sequence 〈f j(z) | j ≥ 0〉 is bounded.

With the aid of Theorem 3.13, we can give a direct generalization of Theo-
rem 4.2 in [37].

Theorem 3.14 (comp. [37, Theorem 4.2, p. 114]). Let C, X, q, Σq and
f : Σq → Σq be as in Theorems 3.3 or 3.3’. Assume that f has no fixed points in
Σq. Assume also that there exists y∗ ∈ Σq such that γ(y∗; f) := {f j(y∗) | j ≥ 0}
has compact closure in the norm topology on c�(Σq), the norm closure of Σq.
Then for each R > 0 and every y ∈ Σq, there are at most finitely many integers
j with d(f j(y), y) ≤ R.

Proof. We first claim that for each R > 0, there are at most finitely many
j with f j(y∗) ∈ VR(y∗). If not, there exist R > 0 and a sequence ni → ∞
with fni(y∗) ∈ VR(y∗) for all i ≥ 1. We define M = γ(y∗; f), so c�(M), the
norm closure of M , is compact in the norm topology. For any r > 0, Lemma 2.2
implies that c�(M)∩Vr(y∗) is compact in the d-topology, soM ∩Vr(y∗) is totally
bounded in the d-topology. This shows that (M,d) is finitely totally bounded,
so Calka’s theorem implies that M is bounded in the d-metric. Corollary 3.6 or
Corollary 3.6’ now implies that f has a fixed point in Σq, a contradiction.

If y ∈ Σq and R > 0, define R∗ = d(y∗, y) and selectN so that d(f j(y∗), y∗) >
R+ 2R∗ for all j ≥ N . Since d(f j(y∗)f j(y)) ≤ R∗, it follows that for all j ≥ N ,

d(f j(y), y) ≥ d(f j(y∗), y∗)− d(y∗, y)− d(f j(y∗), f j(y)) > R,

which completes the proof. �

Remark 3.15. If Σq in Theorem 3.14 is bounded in norm and if there exists
an integer n such that fn: Σq → Σq is a condensing map in the norm metric, then
γ(y; f) has compact closure in the norm topology for all y ∈ Σq. In particular if
Σq is bounded in norm and X is finite dimensional, γ(y; f) has compact norm
closure for all u ∈ Σq. In infinite dimensions, caution is necessary. Edelstein [18]
has given an example of a fixed point free, affine linear map f :H → H , H
a separable Hilbert space, such that f is nonexpansive (with respect to the
Hilbert space norm), {fni(0)} is bounded for a sequence ni →∞ but {fn(0):n ≥
0} is unbounded.

As was noted in Section 2, the case of Hilbert’s projective metric on a bound-
ed, open convex set in a Banach space is subsumed by the cone case. Thus
Theorem 3.14 implies the following.
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Corollary 3.16. Let G be a bounded, open convex set in a Banach space
(Y, ‖·‖) and let d denote Hilbert’s projective metric on G. Assume that f :G→ G
is nonexpansive with respect to d and that f has no fixed points in G. For each
set D ⊂ G which is bounded in Hilbert’s projective metric and satisfies f(D) ⊂ D
assume that there is an integer n = nD such that fn|D is a condensing map in
the norm metric. Assume also that there exists x∗ ∈ G such that γ(x∗; f) :=
{f j(x∗ | j ≥ 0} has compact closure in the norm topology (as will be true if there
exists N such that fN :G→ G is a condensing map). Then for every x ∈ G and
every R > 0, d(f j(x), x) > R except for finitely many j.

By using Theorem 3.11 or Corollary 3.12 in conjunction with Calka’s result
(Theorem 3.13), we can also give the direct analogue for Thompson’s metric d
of Theorem 3.14.

Theorem 3.17. Let C be a closed, normal cone with nonempty interior in
a Banach space X and let f : int(C) → int(C) be a map which is nonexpansive
with respect to Thompson’s metric d and has no fixed points in (int(C)). For
each set D ⊂ int(C) which is bounded in (int(C), d) and satisfies f(D) ⊂ D,
assume that there exists an integer n = nD such that fn|D is a condensing map.
Assume also that there exists x∗ ∈ int(C) such that {fk(x∗) | k ≥ 0} := γ(x∗; f)
has compact closure in the norm topology. Then for every x ∈ int(C) and R > 0,
d(f j(x), x) > R except for finitely many j.

Proof. The same argument as in the proof of Theorem 3.14 shows that
for M := γ(x∗; f), (M,d) is finitely totally bounded. If there exists R > 0
such that d(f j(x∗), x∗) ≤ R for infinitely many j, Calka’s theorem implies that
{f j(x∗) | j ≥ 0} is bounded in (int(C), d), and Corollary 3.16 then implies that
f has a fixed point in int(C), a contradiction. The assertion of Theorem 3.17 for
general x ∈ int(C) now follows exactly as in the proof of Theorem 3.14. �

4. Denjoy–Wolff theorems and Hilbert’s projective metric

If f is a map and fk(x) is defined for all k ≥ 0, we shall continue using the
notation of Section 3 and write

(4.1) γ(x; f) = {fk(x) | k ≥ 0}.

As before, VR(z) will denote the ball of radius R about z for Hilbert’s projective
metric d (see (3.1)) and BR(z) the corresponding ball for Thompson’s metric
d (see (3.12)). We shall denote by c�(A) the closure in the norm topology of
a subset A of a Banach space.

We need some further results about the maps fε (see (3.4)) constructed in
the proof of Theorem 3.3.
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Lemma 4.1. Let C be a closed, normal cone with nonempty interior in a Ba-
nach space (X, ‖·‖). Let d denote Hilbert’s projective metric on int(C) and let | · |
denote an equivalent norm on X such that x→ |x| is order-preserving on C. Let
q: int(C)→ (0,∞) be a norm continuous map which is homogeneous of degree 1;
and if Σq is defined by

Σq = {x ∈ int(C) | q(x) = 1},

assume that

(4.2) sup{|x| | x ∈ Σq} = b <∞.

Further assume that for any sequence 〈bj | j ≥ 1〉 in int(C) with limj→∞ ‖bj‖ = 0
one has that

(4.3) lim
j→∞
sup{|q(x+ bj)− 1| | x ∈ Σq} = 0

For u ∈ int(C) and for ε > 0 define maps Φεu and Ψεu on C − {0} by

(4.4) Φεu(y) = y + ε|y|u and Ψεu(y) = Φεu(y)/q(Φεu(y)).

Let f : Σq → Σq be nonexpansive with respect to d and define fεu: Σq → Σq by

fεu(x) = Ψεu(f(x))

Then there exists R > 0 (continuously dependent on u and ε) with fεu(Σq) ⊂
VR(u). For all x, y ∈ Σq with x �= y, d(fεu(x), fεu(y)) < d(x, y) and fεu has
a unique fixed point x(ε, u) ∈ Σq. The map (ε, u) → x(ε, u) for ε > 0 and
u ∈ int(C) is continuous in the norm topology. If 〈εj | j ≥ 1〉 is a sequence of
positive reals with limj→∞ εj = 0 and 〈uj | j ≥ 1〉 ⊂ int(C) is a norm bounded
sequence and fj := fεjuj , then

(4.5) lim
j→∞
(sup{‖fj(x)− f(x)‖ | x ∈ Σq}) = 0.

If, in addition, limj→∞ ‖x(εj , uj) − ζ‖ = 0 for some ζ ∈ Σq, then we have that
f(ζ) = ζ.

Proof. Lemma 3.2 implies that d(Φεu(x),Φεu(y)) < d(x, y) for all x, y ∈ Σq
with x �= y, so d(Ψεu(x),Ψεu(y)) = d(Φεu(x),Φεu(y)) < d(x, y) and if f(x) �=
f(y), d(fεu(x), fεu(y)) < d(f(x), f(y)) ≤ d(x, y). Of course if f(x) = f(y), we
have 0 = d(fεu(x), fεu(y)) < d(x, y). Since {x ∈ int(C) : |x| = 1} is bounded in
norm, Lemma 3.2 also implies that there existsR > 0 with Ψεu(Σq) ⊂ VR(u)∩Σq.
In fact, if {z | |z − u| ≤ δ} ⊂ C, one easily checks that for y ∈ Σq (so |y| ≤ b)
one has

εu ≤ y + εu ≤
(
b+ εδ
δ

)
u,
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so Ψεu(Σq) ⊂ VR(u) for any R with R ≥ log((b + εδ)/δε) := R0; and it follows
that fεu(Σq) ⊂ f(VR(u) ∩Σq). Because f is d-nonexpansive, it follows that

f(VR(u) ∩ Σq) ⊂ VR1(u) ∩ Σq,
where R1 ≥ R + d(f(u/q(u)), u). By Lemma 3.2 again, there exists c < 1
with d(Ψεu(x),Ψεu(y)) ≤ cd(x, y) for all x, y ∈ VR1(u). If we take R ≥ 2R0
and R1 ≥ 2(R + d(f(u/q(u)), u)), one can see that there exists η > 0 with
Ψε′u′(Σq) ⊂ VR(u) for all (ε′, u′) with |ε′− ε| < η and |u′− u| < η. The proof of
Lemma 3.2 also shows that for η > 0 sufficiently small, d(Ψε′u′(x),Ψε′u′(y)) ≤
((c+ 1)/2)d(x, y) for all x, y ∈ VR1(u) and for all (ε′, u′) with |ε′ − ε| < η and
|u′ − u| < η. Because f is d-nonexpansive, we conclude that for all (ε′, u′) with
|ε′ − ε| < η and |u′ − u| < η, fε′u′(Σq) ⊂ VR(u) ∩ Σq and

d(fε′u′(x), fε′u′(y)) ≤
(
c+ 1
2

)
d(x, y)

for all x, y ∈ VR(u)∩Σq. By the contraction mapping theorem, fε′u′ has a unique
fixed point in VR(u) ∩ Σq and hence a unique fixed point in Σq.
It remains to show that if x(ε′, u′) is the fixed point of fε′i′ , then (ε′, u′)→

x(ε′, u′) is continuous. This is a standard argument in the proof of the contrac-
tion mapping principle. In the notation above, select ρ with 0 < ρ < R0, write
y = x(ε, u) and note that for |ε′−ε| < η and |u′−u| < η, fε′u′ |Vρ(y)∩Σq is a Lip-
schitz map in the d-metric with Lipschitz constant ((c+ 1)/2). By decreasing η,
we can also arrange that

d(fε′u′(y), y) ≤
(
1− c
2

)
ρ,

so for x ∈ Vρ(y) ∩Σq we have

d(fε′u′(x), y) ≤ d(fε′u′(x), fε′u′(y))+d(fε′u′(y), y) ≤
(
1 + c
2

)
ρ+
(
1− c
2

)
ρ = ρ.

It follows that fε′u′(Vρ(y)∩Σq) ⊂ Vρ(y)∩Σq, so x(ε′, u′), the fixed point of fε′u′
lies in Vρ(y) ∩ Σq. This proves the continuity of (ε′, u′) → x(ε′, u′), since the
norm topology and the d-topology are equivalent on Σq.
Up to this point we have not used (4.3). If 〈εj | j ≥ 1〉 is a sequence of

positive reals approaching zero and 〈uj | j ≥ 1〉 ⊂ int(C) is a norm bounded
sequence and fj := fεjuj , we must prove that (4.5) is satisfied. Recall that
|y| ≤ b for all y ∈ Σq, so |f(x)| ≤ b for all x ∈ Σq. If x ∈ Σq, an application of
the triangle inequality gives

(4.6) |fj(x) − f(x)| ≤ εj |f(x)| |uj|+ [|f(x)|
+ εj|f(x)||uj |]

[ |q(f(x) + εj |f(x)|uj)− 1|
q(f(x) + εj|f(x)|uj)

]
.
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Since |f(x)| ≤ b <∞ for all x ∈ Σq, (4.5) will follow from (4.6) if we can prove
that

lim
j→∞
(sup{|q(y + εj|y|uj)− 1| | y ∈ Σq}) = 0.

If the latter equality fails, there exist a sequence ji → ∞, a number α > 0 and
points yi ∈ Σq, i ≥ 1, with

|q(yi + εji |yi|uji)− 1| ≥ α.

If we define bi = εji |yi|uji ∈ int(C), then limi→∞ ‖bi‖ = 0, and

|q(yi + bi)− 1| ≥ α

for all i ≥ 1, which contradicts (4.3). Thus we have proved (4.5).
The final statement of Lemma 4.1 follows because continuity of f in the

d-topology implies, for normal cones, continuity of f in the norm topology. �
Remark 4.2. The same argument used in Lemma 4.1 also allows more ge-

neral maps. Suppose that q∗: int(C) → (0,∞) is continuous, order-preserving
and homogeneous of degree one. Assume also that q∗ is bounded on Σq and that
Σq∗ is bounded in norm. If, for ε > 0 and u ∈ int(C), one defines maps Φεu and
Ψεu by

Φεu(x) = x+ ε q∗(x)u and Ψεu(x) = Φεu(x)/q(Φεu(x)),

and if one defines fεu(x) = Ψεu(f(x)), then the conclusions of Lemma 4.1 remain
true.

If B ⊂ int(C) and δ > 0, define, in the notation of Lemma 4.1, a set Γ(δ,B)
by

(4.7) Γ(δ,B) = c�{x(ε, u) | 0 < ε ≤ δ, u ∈ B}

and define Γ(B) by

(4.8) Γ(B) =
⋂
δ>0

Γ(δ,B).

Some of our subsequent work will involve Γ(B), so it is of interest that Γ(B)
has more structure than is immediately apparent.

Theorem 4.3. Let assumptions and notation be as in Lemma 4.1. Assume
also that f satisfies the following compactness assumption: If 〈xk | k ≥ 1〉 ⊂ Σq
is any sequence such that ‖xk − f(xk)‖ → 0, then there exists a norm conver-
gent subsequence 〈xki | i ≥ 1〉. If B is a compact, connected, nonempty subset
of int(C) and if Γ(B) is defined by (4.8), then Γ(B) is a compact, connected
nonempty subset of c�(Σq). If f has no fixed points in Σq, then Γ(B) ⊂ ∂C. If
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f has a norm continuous extension F : Γ(B) ∪ Σq → c�(Σq), then F (y) = y for
all y ∈ Γ(B).

Proof. The map (ε, u)→ x(ε, u) is continuous, so {x(ε, u) | 0 < ε ≤ δ, u ∈
B} is the continuous image of a connected set and hence connected. It follows
that Γ(δ,B), the closure of a connected set, is connected.
To show that Γ(δ,B) is compact, it suffices to show that if yj = x(εj , uj) is

a sequence of points in {x(ε, u) | 0 < ε ≤ δ, u ∈ B}, then yj has a convergent
subsequence. By taking a subsequence, we can assume that εj → ε and uj →
u ∈ B. If ε > 0, the continuity of (ε′, u′) → x(ε′, u′) on (0, δ] × B implies that
x(εj , uj)→ x(ε, u). If ε = 0, Lemma 4.1 implies that

‖x(εj , uj)− f(x(εj , uj))‖ → 0,
so our assumptions on f imply that a subsequence of 〈x(εj , uj) | j ≥ 1〉 converges
in the norm topology. Thus we have proved that Γ(δ,B) is compact.
Since Γ(δ,B) is nonempty, compact and connected for all δ > 0 and Γ(δ1, B)

⊂ Γ(δ2B) whenever 0 < δ1 ≤ δ2, it follows that Γ(B) :=
⋂
δ>0 Γ(δ,B) is

nonempty, compact and connected. If y ∈ Γ(B), then there exist a sequence
εj → 0+ and uj ∈ B for j ≥ 1 with limj≥∞ ‖x(εj , uj) − y‖ = 0. Lemma 4.1
implies that limj→∞ ‖f(x(εj , uj)) − x(εj , uj)‖ = 0. If y ∈ Σq, Lemma 4.1 im-
plies that f(y) = y; so if f has no fixed points in Σq, it must be the case that
Γ(B) ⊂ ∂C. If f has a norm continuous extension F defined on Γ(B)∪Σq, then

0 = ‖F (y)− y‖ = lim
j→∞
‖f(x(εj , uj))− x(εj , uj)‖,

and the proof is complete. �

In general, it is unclear whether f extends continuously to Γ(B). However,
if f comes from a continuous, homogeneous of degree one and order-preserving
map g:C → C, this problem does not arise. If C is a closed cone in a Banach
space and g:C → C is continuous, order-preserving and homogeneous of degree
one, recall (see [34]–[36]) that one can define rC(g), the cone spectral radius of g,
by

(4.9) rC(g) := sup{µ(x) | x ∈ C}
where

µ(x) := lim sup
j→∞

‖gj(x)‖(1/j).

Corollary 4.4. Let C be a closed, normal cone with nonempty interior in
a Banach space (X, ‖ · ‖). Let q:C − {0} → (0,∞) be a norm continuous map
which is homogeneous of degree one, let Σq = {x ∈ int(C) : q(x) = 1} and assume
that q satisfies the conditions of Lemma 4.1 (equations (4.2) and (4.3)). Let
g:C → C be a continuous, order-preserving map which is homogeneous of degree
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one and satisfies g(int(C)) ⊂ int(C). Define f : Σq → Σq by f(x) = g(x)/q(g(x)),
and for ε > 0 and u ∈ int(C), let fεu and x(ε, u) be as defined in Lemma 4.1 and,
for B a compact, connected nonempty subset of int(C), let Γ(δ,B) and Γ(B) be
given by (4.7) and (4.8). Let r := rC(g), the cone spectral radius of g. Assume
that g satisfies the following compactness condition:

• If ρ ≥ r and if 〈xk | k ≥ 1〉 is any norm bounded sequence in int(C)
with ‖g(xk) − ρxk‖ → 0, then there exists a subsequence 〈xki | i ≥ 1〉
which is convergent in the norm topology.

Then it follows that Γ(B) is compact, connected and nonempty, r > 0 and g(y) =
ry for all y ∈ Γ(B). In particular, if g has no eigenvector in int(C), then
Γ(B) ⊂ ∂C.

Remark 4.5. Since g(int(C)) ⊂ int(C), it is known (see [37]) that rC(g) > 0
and rC(g) = µ(x) for any x ∈ int(C). In particular, if g(x) = λx for some
x ∈ int(C), λ = r.

Proof of Corollary 4.4. If Z := {x ∈ C | g(x) = 0} and if f(x) =
g(x)/q(g(x)) for x ∈ C − Z, then f is norm continuous and f(Σq) ⊂ Σq.
For δ > 0, let yj := x(εj , uj) be a sequence of points in {x(ε, u) | 0 < ε ≤

δ, u ∈ B}. If we can prove that 〈yj | y ≥ 1〉 has a convergent subsequence,
then the same argument used in Theorem 4.3 implies that Γ(δ,B) and Γ(B)
are compact, connected and nonempty. As in the proof of Theorem 4.3, we can
assume that εj → 0+ and uj → u ∈ B. The defining equation for yj implies
that, for sj := q(f(yj) + εj |f(yj)|uj),

f(yj) ≤ f(yj) + εj|f(yj)|uj = sjyj,
which implies that for tj := q(g(yj))sj ,

g(yj) ≤ tjyj .
Since yj ∈ int(C), the latter equation implies that tj ≥ r. Equation (4.4) implies
that sj → 1, so Lemma 4.1 implies that ‖f(yj) − sjyj‖ → 0. Our assumptions
on q and g imply that q(g(yj)), j ≥ 1, is a bounded sequence, so

‖g(yj)− tjyj‖ → 0.
By taking a subsequence, we can assume that tj → ρ; and since tj ≥ r, we have
ρ ≥ r and
(4.10) ‖g(yj)− ρyj‖ → 0.
Our compactness assumption on g now implies that there exists a convergent
subsequence of 〈yj | j ≥ 1〉, so Γ(δ,B) and Γ(B) are compact, connected and
nonempty.
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If y ∈ Γ(B), the argument of Theorum 4.3 shows that there exists εj → 0+
and uj ∈ B, uj → u, such that yj → y, yj := x(εj , uj). The same argument
used above shows that (4.10) holds; and since g is continuous on C, g(y) = ρy.
We know that ρ ≥ r, and every eigenvalue λ of g satisfies λ ≤ r, so ρ = r and
g(y) = ry. Since f is defined and continuous on C−Z we also have that f(y) = y
for all y ∈ Γ(B). �

Remark 4.6. In applications, one is frequently given a closed, normal cone
C with nonempty interior in a Banach space X and a map g: int(C) → int(C)
which is continuous, order-preserving, homogeneous of degree one and maps
norm bounded sets to norm bounded sets. If X is finite dimensional and C is
polyhedral, g always has a norm continuous extension G:C → C, see [9]. If X is
infinite dimensional or C is not polyhedral, such a continuous extension may fail
to exist. An important and instructive example is provided by a class of maps
which arise in studying so-called “DAD theorems”, see [41]. Nevertheless, one
can still define rC(g) by

rC(g) = sup{µ(x) | x ∈ int(C)},
and this definition is consistent with (4.9). The compactness condition on g in
Corollary 4.4 may still hold (again, consider operators from DAD theorems);
and the proof of Corollary 4.4. still applies and implies that Γ(δ,B) and Γ(B)
are compact, connected and nonempty, although one can no longer assert that
g(y) = ry for all y ∈ Γ(B).

Remark 4.7. One can argue that the compactness condition on g in Corol-
lary 4.4 is a natural one. For example, suppose that C and X are as in Corol-
lary 4.4 and that g:X → X is as bounded linear operator with g(int(C)) ⊂
int(C). If ρ(g) denotes the essential spectral radius of g (see [34], [35] or [37] for
definitions) and r(g) denotes the spectral radius of g and if ρ(g) < r(g), then it
is proved in [35] that r(g) = rC(g). Furthermore, one can prove (we omit the
proof) that g satisfies the compactness condition of Corollary 4.4.

Remark 4.8. If B is a compact subset of Σq in Lemma 4.1, the set Γ(B) (see
(4.8)) superficially is strongly dependent on B. Compare remarks in this vein
in [25, p. 1451]. However, Theorem 4.3 and Corollary 4.4 show this dependency
is partly illusory. Suppose, for example, that the hypotheses of Theorem 4.3 hold
and that for any compact B ⊂ Σq, f has a continuous extension F : Σq ∪Γ(B)→
c�(Σq). If B1 and B2 are any compact subsets of Σq, let B be a compact,
connected subset of Σq with B1 ∪ B2 ⊂ B (such a set B always exists). Then
Theorem 4.3 implies that Γ(B1)∪Γ(B2) is contained in a connected component of
{x ∈ Σq ∪ Γ(B) | F (x) = x}. In the framework of Corollary 4.4, Γ(B1) ∪ Γ(B2)
is contained in a connected component of {x ∈ c�(Σq) | g(x) = rx}, where
r = rC(g).
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Remark 4.9. If q(x) = ‖x‖, equations (4.2) and (4.3) are satisfied. More
generally, suppose that C is a closed, normal cone with nonempty interior in
a Banach space (X, ‖ · ‖) and that q:C → [0,∞) is continuous, homogeneous of
all degree one and satisfies q(x) > 0 for all x ∈ C \{0}. If X is finite dimensional,
equations (4.2) and (4.3) are automatically satisfied. If X is infinite dimensional
and q is also Lipschitzian in the norm metric, equation (4.3) is satisfied, but
equation (4.2) may fail even if q ∈ C∗.
The exact form of the approximating functions fε in Lemma 4.1 will be

irrelevant for much of our work, and it is convenient to rephrase Lemma 4.1.

Lemma 4.10. Let C be a closed, normal cone with nonempty interior in
a Banach space X and let q and Σq be as in Lemma 4.1. Assume that f : Σq →
Σq is nonexpansive with respect to Hilbert’s projective metric d. There exists
a sequence of functions fj: Σq → Σq, j ≥ 1, such that for all j ≥ 1
(a) fj is nonexpansive with respect to d,
(b) fj has a fixed point aj ∈ Σq,
(c) limj→∞(sup{‖f(x)− fj(x)‖ | x ∈ Σ}) = 0, and
(d) limj→∞ d(fj(x), f(x)) = 0 for all x ∈ Σq.

Proof. Select u ∈ int(C) and let εj → 0+ be a sequence of positive reals.
For Ψεu as in equation (4.4), define fj(x) = Ψεju(f(x)), and apply Lemma 4.1.�

If C in Lemma 4.10 is finite dimensional, then it is immediate that {aj | j ≥
1} has compact norm closure, and the same is true if f is a condensing map in
the norm topology. However, in general c�({aj | j ≥ 1}) may not be compact. If
f is as in Lemma 4.1, u ∈ int(C), Ψj := Ψεju is as in (4.4), and n is a positive
integer, one can define h = fn and hj = Ψj ◦ h and ask whether c�({bj | j ≥ 1})
is compact, where bj denotes the (unique) fixed point of hj . It may happen that
c�({bj | j ≥ 1}) is compact, although c�({aj | j ≥ 1}) is not compact, and the
compactness of c�({bj | j ≥ 1}) will suffice for our later work.

Lemma 4.11. Let C, X, q and Σq be as in Lemma 4.1. Assume that f : Σq →
Σq is nonexpansive with respect to Hilbert’s projective metric d. For a given
integer n ≥ 1, let h = fn. Then there exists a sequence of functions hj: Σq → Σq,
j ≥ 1, such that for all j ≥ 1
(a) hj is nonexpansive with respect to d,
(b) hj has a fixed point bj ∈ Σq,
(c) limj→∞(sup{‖h(x)− hj(x)‖ | x ∈ Σq}) = 0, and
(d) limj→∞ d(h(x), hj(x)) = 0 for all x ∈ Σq.

If f satisfies the fixed point property on Σq with respect to d (see Definition 3.1,
Theorem 3.3 and Theorem 3.3’) and f has no fixed points in Σq, then any limit
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point of {bj | j ≥ 1} in the norm topology lies in the boundary of C. If fn is
a condensing map in the norm metric, then

(e) f satisfies the fixed point property on Σq with respect to d,
(f) for any sequence 〈xk | k ≥ 1〉 ⊂ Σq such that limk→∞ ‖fn(xk)− xk‖ =
0, c�({xk|k ≥ 1}) is compact and

(g) c�({bk | k ≥ 1}) is compact.
More generally, if f satisfies condition (f), conditions (e) and (g) are satisfied.

Proof. The existence of hj , j ≤ 1, follows by applying Lemma 4.10 to
h = fn. If f satisfies the fixed point property and f has no fixed points in Σq,
then fp has no fixed points in Σq for any p ≥ 1. For suppose to the contrary
that fp(x∗) = x∗ for some p ≥ 1 and x∗ ∈ Σq. Define ω = {f j(x∗) | 0 ≤ j < p}
and note that f(ω) = ω. Because f is d-nonexpansive, if

R := sup{d(f j(x∗), fk(x∗)) : 0 ≤ j < k < p},
then (

⋂
z∈ω VR(z)) ∩ Σq := D ⊃ ω and f(D) ⊂ D, so the fixed point property

implies that f has a fixed point in D, contrary to our assumption that f is fixed
point free. If now hj(bj) = bj and bji → b ∈ Σq for some sequence ji → ∞,
property (c) in Lemma 4.11 implies that ‖h(bji) − bji‖ → 0. By the continuity
of h on Σq, we deduce that h(b) = b, which contradicts the fact that fn has no
fixed points in Σq. Thus we must have that b ∈ ∂C.
Assume next that f : Σq → Σq is d-nonexpansive and satisfies condition (f).

Suppose that 〈yk | k ≥ 1〉 ⊂ Σq is a sequence such that 〈yk | k ≥ 1〉 is bounded
in (Σq, d) and d(yk, f(yk))→ 0. Because f is d-nonexpansive, it follows as in the
proof of Theorem 3.3 that d(fn(yk), yk) → 0 as k → ∞ and limk→∞ ‖fn(yk) −
yk‖ = 0. Condition (f) implies that there is a subsequence ki →∞ with yki → y
in the norm topology. Because 〈yk | k ≥ 1〉 is bounded in (Σq, d), y ∈ Σq and
d(yki , y)→ 0 and f(y) = y. Theorem 3.3’ now implies that f satisfies the fixed
point property on Σq with respect to d, i.e. f satisfies condition (e). Of course
condition (g) follows immediately from condition (f) because limk→∞ ‖fn(bk)−
bk‖ = 0.
It remains to show that if fn: Σq → Σq is a condensing map, then f satisfies

condition (f). Suppose that 〈xk | k ≥ 1〉 ⊂ Σq is a sequence in Σq such that
limj→∞ ‖xj − fn(xj)‖ = 0. Define rj = xj − fn(xj), R = {rj | j ≥ 1} and B =
{xj | j ≥ 1}, so c�(R) is compact, B is bounded in norm and

B ⊂ fn(B) +R.
If α denotes Kuratowski’s measure of noncompactness, it follows that α(B) ≤
α(fn(B)). However, if α(B) > 0, the fact that fn is condensing would imply
that α(fn(B)) < α(B), a contradiction. Thus we must have that α(B) = 0, so
c�(B) is compact. �
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If assumptions and notation are as in Lemma 4.11 and ji ↑ ∞ is a sequence
of integers such that limi→∞ bji = b, then we shall write J = {ji | i ≥ 1}, and
we shall use the notation

lim
j∈J
bj := lim

i→∞
bji

We need to generalize slightly Beardon’s construction of horoballs in [5]. With
our preliminaries, the argument in the following lemma is similar to that in [5].

Lemma 4.12. Let C, X, q and Σq be as in Lemma 4.1. Assume that f : Σq →
Σq is nonexpansive with respect to d, f satisfies the fixed point property on Σq
with respect to d and f has no fixed points in Σq. For a given integer n, let
h = fn and let hj be as in Lemma 4.11. If bj ∈ Σq is a fixed point of hj, assume
that there is a sequence ji → ∞ and b ∈ c�(Σq) with limi→∞ bji = b and define
J = {ji | i ≥ 1}. For a fixed y ∈ Σq and j ∈ J , define Vj by
(4.11) Vj = {x ∈ Σq | d(x, bj) ≤ d(y, bj)}.
Define the horoball H by

(4.12) H =
{
z ∈ Σq | there exists zj ∈ Vj for j ∈ J with lim

j∈J
d(zj , z) = 0

}
.

Then we have that y ∈ H and fn(H) ⊂ H.
Proof. Lemma 4.11 implies that b ∈ ∂C; and this in turn implies that

limj∈J d(bj , y) =∞.
The fact that y ∈ H is immediate. If z ∈ H , then z ∈ Σq and there

exists a sequence zj ∈ Vj for j ∈ J with limj∈J d(zj , z) = 0. Because zj ∈ Vj ,
d(zj , bj) ≤ d(y, bj), so

d(hj(zj), hj(bj)) = d(hj(zj), bj) ≤ d(zj , bj) ≤ d(y, bj),
and hj(zj) ∈ Vj . We have that

d(h(z), hj(zj)) ≤ d(h(z), hj(z)) + d(hj(z), hj(zj))
≤ d(h(z), hj(z)) + d(z, zj).

Because z ∈ Σq, Lemma 4.3 implies that
lim
j∈J
d(h(z), hj(z)) = 0 and lim

j∈J
d(zj , z) = 0

by assumption. This proves that h(z) = fn(z) ∈ H . �

We also need to generalize results of Beardon [5] and Karlsson and Noskov
[27] concerning the geomery of Hilbert’s projective metric. The argument in [5]
uses “intersecting chord theorems” and involves compactness assumptions which
fail in our generality. However, the proof of Theorem 5.2 in [27], although stated
for the finite dimensional case, actually generalizes to the infinite dimensional
case. Recall (see [37, Proposition 1.9, p. 25]) that if x and y are comparable
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elements of a closed cone C in a Banach space X and if xt = (1 − t)x + ty for
0 ≤ t ≤ 1, then for 0 ≤ t ≤ 1 we have

d(x, y) = d(x, xt) + d(xt, y).

In other words, t→ xt is a minimal geodesic from x to y.
Theorem 4.13 (comp. [5, Sections 5 and 6], [27, Theorem 5.2]). Let C be

a closed cone with nonempty interior in a Banach space X. Let 〈xk | k ≥ 1〉
and 〈yk | k ≥ 1〉 be sequences in the interior of C such that limk→∞ xk = ζ and
limk→∞ yk = η, where the limits are taken in the norm topology. Assume that

(a) ζ ∈ ∂C,
(b) η ∈ ∂C, and
(c) (ζ + η)/2 ∈ int(C).

If w ∈ int(C) and d denotes Hilbert’s projective metric on int(C), we have that
lim
k→∞
d(xk, w) = lim

k→∞
d(yk, w) =∞,(4.13)

lim supk→∞[d(xk, w) + d(yk, w) − d(xk, yk)] <∞,(4.14)

lim infk→∞[d(xk, yk)−max(d(xk, w), d(yk, w)] =∞.(4.15)

Proof. Equation (4.13) is well-known, and we omit the proof. Because
(ζ + η)/2 := u is in the interior of C and (xk + yk)/2 := uk approaches u in the
norm topology, we have that limk→∞ d(uk, u) = 0 and

(4.16) lim
k→∞
d(uk, w) = d(u,w) <∞.

On the other hand, the triangle inequality gives

d(w, xk) ≤ d(w, uk) + d(xk, uk) and d(w, yk) ≤ d(w, uk) + d(uk, yk).
Adding these inequalities and recalling that

d(xk, yk) = d(xk, uk) + d(uk, yk),

we see that

(4.17) d(w, xk) + d(w, yk)− d(xk, yk) ≤ 2d(w, uk).
Combining equations (4.16) and (4.17) yields (4.14).
Equation (4.17) implies that

(4.18) d(xk, yk)−max(d(xk , w), d(ykw)) ≥ min(d(xk, w), d(yk, w))− 2d(w, uk).
If we use (4.18) and recall (4.13) and (4.16), we obtain (4.15). �

We can now present our first Denjoy–Wolff theorem. In the following we
shall write (see (2.8))

ω(y; f) := ω(y; f, ‖ · ‖).



232 R. D. Nussbaum

Theorem 4.14 is a direct generalization of results of Beardon (compare [5, Sec-
tions 5 and 6]). It is also related to a theorem of Karlsson and Noskov (see [27,
Theorem 5.5]), but the exact connection remains unclear even in finite dimen-
sions.

Theorem 4.14 (comp. [5], [27]). Let C be a closed, normal cone with non-
empty interior in a Banach space X. Let q: int(C) → (0,∞) be a norm contin-
uous map which is homogeneous of degree one and satisfies the conditions given
by equations (4.2) and (4.3). Define Σq = {x ∈ int(C) | q(x) = 1} and let
f : Σq → Σq be a map which is nonexpansive with respect to Hilbert’s projective
metric d and which has no fixed points in Σq. For a fixed integer n ≥ 1, let
h := fn and let hj: Σq → Σq, j ≥ 1, be a sequence of approximating functions
as in Lemma 4.11, so hj has a fixed point bj ∈ Σq. Assume that f satisfies the
following compactness conditions:

(a) If 〈xj | j ≥ 1〉 is any sequence in Σq such that limj→∞ ‖xj−fn(xj)‖ = 0,
then c�({xj | j ≥ 1}) is compact.

(b) For all x ∈ Σq, c�(γ(x; f)) is compact, where γ(x; f) is given by (4.1).
Then, for all x ∈ Σq, ω(x; f) is compact and nonempty and ω(x; f) ⊂ ∂C. If
B = {bj | j ≥ 1}, c�(B) is compact; and if ji is an increasing sequence of integers
such that limi→∞ ‖bji − b‖ = 0, then b ∈ ∂C. If y ∈ ω(x; f) for some x ∈ Σq
and b is as above, then (1− t)b+ ty ∈ ∂C for 0 ≤ t ≤ 1.

Remark 4.15. If fn: Σq → Σq is a condensing map in the norm topology,
we have already proved that conditions (a) and (b) of Theorem 4.14 hold: see
Lemma 4.11 and the proof of Corollary 3.6.

Proof of Theorem 4.14. The proof of Lemma 4.11 shows that under
our assumptions, the hypotheses of Theorem 3.3’ are satisfied, so Theorem 3.14
implies that ω(x; f) ⊂ ∂C for all x ∈ Σq. Because we assume that c�(γ(x; f))
is compact, the argument of Corollary 3.6 shows ω(x; f) �= ∅ is compact. Lem-
ma 4.11 implies that c�(B) is compact. If b is defined as above and b ∈ Σq,
the continuity of h gives h(b) = fn(b) = b. Lemma 4.11 implies that f satisfies
the fixed point property on Σq with respect to d; and since f is fixed point free
on Σq, it follows (see the proof of Lemma 4.11) that fk is fixed point free on Σq
for any k ≥ 1. Thus we must have b ∈ ∂C.
If x ∈ Σq, it is easy to show that

ω(x; f) =
n−1⋃
j=0

ω(f j(x);h),

so it suffices to prove that (1 − t)z + tb ∈ ∂C whenever z ∈ ω(y;h) for some
y ∈ Σq and 0 ≤ t ≤ 1. We argue by contradiction and assume that there exists
y ∈ Σq, z ∈ ω(y;h) and t with 0 ≤ t ≤ 1 such that (1 − t)z + tb ∈ int(C). We
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know that t �= 0 and t �= 1, because z ∈ ∂C and b ∈ ∂C; and a simple convexity
argument implies that (1 − s)z + sb ∈ int(C) for all s ∈ (0, 1). For ji as in the
statement of Theorem 4.14, let J = {ji | i ≥ 1} and for this y and J let H be
a horoball defined by (4.11) and (4.12) and Vj := {x ∈ Σq | d(x, bj) ≤ d(y, bj)},
j ∈ J . By definition of ω(y;h), there exists a strictly increasing sequence of
integers σ(i), i ≥ 1, such that

lim
i→∞
‖hσ(i)(y)− z‖ = 0.

Lemma 4.12 implies that hσ(i)(y) ∈ H for all i ≥ 1.
By definition of H , there exists a strictly increasing sequence of integers

j(p) ∈ J for p ≥ 1 and points xj(p) ∈ Vj(p) such that

d(xj(p) , h
σ(p)(y)) <

(
1
p

)
and ‖xj(p) − hσ(p)(y)‖ <

(
1
p

)
,

so limp→∞ ‖xj(p) − z‖ = 0. By (4.15) in Theorem 4.13 we obtain that

(4.19) lim
p→∞[d(xj(p), bj(p))−max{d(xj(p), y), d(bj(p), y)}] =∞.

However, by definition of Vj(p), d(xj(p), bj(p)) ≤ d(y, bj(p)), so (4.19) gives a
contradiction. �

As noted in Section 2, the case of Hilbert’s projective metric on a cone
subsumes the case of Hilbert’s projective metric on a bounded, open convex
subset of a Banach space. Thus the following result follows immediately from
Theorem 4.14 and Remark 4.15.

Corollary 4.16 (comp. [5], [27]). Let G be a bounded, open, convex subset
of a Banach space (X, ‖ · ‖) and let d denote Hilbert’s projective metric on G.
Assume that f :G→ G is nonexpansive with respect to d and fixed point free and
assume that there exists an integer n ≥ 1 such that fn := h is a condensing map.
Then there exists a sequence of maps hj :G→ G for j ≥ 1 such that
(a) hj is nonexpansive with respect to d,
(b) hj has a fixed point bj ∈ G,
(c) limj→∞(sup{‖h(x)− hj(x)‖ | x ∈ G}) = 0, and
(d) limj→∞ d(h(x), hj(x)) = 0 for all x ∈ G.

If {hj | j ≥ 1} is any collection of maps which satisfies (a)–(d) and B = {bj |
j ≥ 1}, then c�(B) is compact, and c�(B) \B is nonempty and contained in ∂G.
If b ∈ c�(B) \ B and z ∈ ω(y; f, ‖ · ‖) for some y ∈ G, then (1 − t)b + tz ∈ ∂G
for 0 ≤ t ≤ 1.
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Theorem 4.16 requires approximating fn by d-nonexpansive maps hj : Σq →
Σq. By directly using Theorem 4.13 and (4.12), one can give a variant of The-
orem 4.16 which avoids the problem of approximating h = fn by “nicer” maps
hj , j ≥ 1, and, in fact, also avoids the explicit use of horoballs.

Theorem 4.17 (comp. [27, Theorem 5.5]). Let C be a closed, normal cone
with nonempty interior in a Banach space X. Let q: int(C)→ (0,∞) be a norm
continuous map which is homogeneous of degree one and let Σq := Σ := {x ∈
int(C) | q(x) = 1}. Assume that f : Σ → Σ is nonexpansive with respect to
Hilbert’s projective metric d and has no fixed points in Σ. Assume also that f
satisfies the following compactness conditions:

(a) If 〈xk | k ≥ 1〉 ⊂ Σ is any sequence which is bounded in (Σ, d) and
satisfies limk→∞ d(f(xk), xk) = 0, then c�({xk | k ≥ 1}) is compact and

(b) For every x ∈ Σ, c�(γ(x; f)) is compact.
Then if y ∈ Σ, there exists η ∈ ω(y; f, ‖·‖) := ω(y; f) such that (1−t)η+tζ ∈ ∂C
for all ζ ∈ (⋃z∈Σ ω(z; f)) and all t with 0 ≤ t ≤ 1.

Proof. Assumption (b) implies that ω(x; f) is compact and nonempty for
all x ∈ Σ. By using assumption (a), Theorem 3.6’ and Theorem 3.14, we see that
ω(x; f) ⊂ ∂C for all x ∈ Σ and limk→∞ d(fk(x), x) =∞ for all x ∈ Σ. Thus, if
y ∈ Σ and rk := d(fk(y), y), limk→∞ rk =∞, and a well known elementary result
implies that there exists a strictly increasing sequence of integers 〈mi | i ≥ 1〉
such that rk ≤ rmi for 1 ≤ k ≤ mi. By taking a further subsequence, we
can also assume that limi→∞ fmi(y) = η ∈ ω(y; f). If ζ ∈ ω(z; f) for some
z ∈ Σ, there exists a strictly increasing sequence of integers 〈nj | j ≥ 1} such
that limj→∞ fnj (z) = ζ. Define a subsequence 〈νj | j ≥ 1〉 of 〈mi | i ≥ 1〉 by
νj := mσ(j), where σ(j) = inf{i ≥ 1 | mi ≥ nj}. We then have
(1) νj ≥ nj ,
(2) limj→∞ fνj (y) = η and
(3) rk ≤ rνj for 1 ≤ k ≤ νj .

If (1 − t)ζ + tη /∈ ∂C for some t with 0 < t < 1, then ζ/2 + η/2 ∈ int(C) and
Theorem 4.13 implies that

(4.20) d(fnj (z), fνj (y))−max(d(fνj (y), y), d(fnj (z), y))→∞.
However, because f is d-nonexpansive, we have

d(fnj (z), fνj (y)) ≤ d(z, fνj−nj (y))
≤ d(z, y) + d(y, fνj−nj (y)) ≤ d(z, y) + d(y, fνj (y)),

which contradicts (4.20). �

Remark 4.18. Theorem 4.17 is a direct generalization of Theorem 5.5 in [27].
There clearly is a version of Theorem 4.17 analogous to Corollary 4.16, but we
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leave the details to the reader. Notice that the hypotheses of Theorem 4.14
are more restrictive than those of Theorem 4.17, e.g. if assumption (a) of Theo-
rem 4.14 holds for any n ≥ 1, then assumption (a) of Theorem 4.17 holds.
Theorems 4.14 and 4.17 are closely related, but their exact relationship is

unclear. For example, is the point b constructed in Theorem 4.14 necessarily an
element of

⋃
z∈Σq ω(z; f)?

Remark 4.19. Let assumptions and notations be as in Theorem 4.17. For
a given y ∈ Σ, say that η ∈ ω∗(y; f) ⊂ ω(y; f) if there exists a sequence mi →∞
and a constant M , dependent on y and 〈mi | i ≥ 1〉 such that fmi(y)→ η and

(4.21) M + d(fmi(y), y) ≥ d(fk(y), y) for 1 ≤ k ≤ mi.

The proof of Theorem 4.17 then shows that (1− t)ζ+ tη ∈ ∂C for all ζ ∈ ω(z; f),
all z ∈ Σ and all t with 0 ≤ t ≤ 1. If y and mi are as above and p is a positive
integer, it is easy to derive from (4.21) that there exists a constant Mp ≥ 0 such
that

Mp + d(fmi+p(y), y) ≥ d(fk(y, y) for 1 ≤ k ≤ mi + p.
By taking a further subsequence, we can assume that fmi+p(y) → ηp, so ηp ∈
ω∗(y; f) and (1 − t)ζ + tηp ∈ ∂C for all ζ ∈ ω(z; f), all z ∈ Σ and all t with
0 ≤ t ≤ 1. If f extends continuously to Σ ∪ ω(y; f), we can also say that
ηp = fp(η).

Remark 4.20. In the framework of Theorem 4.14 or 4.17, we conjecture
that for broad classes of analytically interesting maps (and possibly in the full
generality of Theorems 4.14 and 4.17), it is true that

co
( ⋃
z∈Σ
ω(z; f)

)
⊂ ∂C.

A. Karlsson has mentioned a similar conjecture in an e-mail communication.
In the presence of strict convexity assumptions, Theorems 4.14 and 4.17 imply
that
⋃
z∈Σ ω(z; f) is a single point, but if C = K

n (see (2.5)) one can construct
examples (see [32]) for which ω(y; f) is an infinite subset of a face of Kn.

We list below several conjectures in the spirit of Remark 4.20. Recall that
ω(z; f) denotes the omega limit set of z under f in the norm topology.

Conjecture 4.21. Under the hypotheses of Theorem 4.14 or Theorem 4.17,
we have

(4.22) co
( ⋃
z∈Σ
ω(z; f)

)
⊂ ∂C.
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Conjecture 4.22. Let C be a closed cone with nonempty interior in a finite
dimensional Banach space X. Let q:C → [0,∞] be a norm-continuous map
which is homogeneous of degree one and satisfies q(x) > 0 for x �= 0. Let
Σ = {x ∈ int(C) | q(x) = 1} and assume that f : Σ → Σ is nonexpansive with
respect to Hilbert’s metric d and has no fixed points in Σ. Then it follows that
(4.22) is satisfied.

Under the hypotheses of Conjectures 4.21 or 4.22, we shall prove in Section 5
that (4.22) is satisfied if there exists some x ∈ Σ with co(ω(x; f)) ⊂ ∂C. As part
of his Rutgers University Ph.D. dissertation (see [32]), Brian Lins has proved that
if C is a polyhedral cone and the hypotheses of Conjecture 4.22 are satisfied, then
co(ω(x; f)) ⊂ ∂C for all x ∈ Σ. Thus Conjecture 4.22 is true if C is polyhedral.
(Recall that a closed cone C in a finite dimensional Banach spaceX is polyhedral
if there exist continuous linear functionals θj ∈ X∗, 1 ≤ j ≤ N , such that
C = {x ∈ X | θj(x) ≥ 0 for 1 ≤ j ≤ N}.) It follows that Conjecture 4.22 is
true in the important case that C = Kn. Beardon’s original theorem proves
Conjecture 4.22 when C is a strictly convex cone.

For general closed cones C in a finite dimensional Banach space X , Conjec-
ture 4.22 remains open. Brian Lins has proved the conjecture for general cones
C of dimension less than or equal to 3; and (see [33]) the conjecture is also true
when f is obtained by normalization from an affine linear map.

There is also a natural variant of Conjecture 4.22 for d-nonexpansive map g.

Conjecture 4.23. Let C be a closed cone with nonempty interior in a fi-
nite dimensional Banach space X. Let g: int(C) → int(C) be a map which is
nonexpansive with respect to Thompson’s metric d and has no fixed points in
int(C). Then it follows that

co
( ⋃
z∈int(C)

ω(z; g)
)
⊂ ∂C.

If, in the context of Conjecture 4.23, C is polyhedral, Brian Lins (see [32])
has proved that for every z ∈ int(C), co(ω(z; g)) ⊂ ∂C; so the results of Section 5
imply that Conjecture 4.23 is true when C is a polyhedral cone. Despite a super-
ficial similarity between Thompson’s metric and Hilbert’s projective metric, the
analogue of Theorem 4.13 for Thompson’s metric is false; and it is not known
whether Conjecture 4.23 is true for strictly convex cones.

Up to this point we have used horoballs, but we have not defined horofunc-
tions. Work of Karlsson [25], Karlsson, Metz and Noskov [26] and Lins [32] shows
the importance of using horofunctions in studying Conjecture 4.22. Despite the
fact that our set Σq will not be locally compact if X is infinite dimensional, we
shall now show that analogues of horofunctions can be defined and can be used



Fixed Point Theorems and Denjoy–Wolff Theorems 237

to give further evidence for Conjecture 4.21. We begin by defining a variant of
horofunctions.

Lemma 4.24. Let C be a closed, normal cone with nonempty interior in
a Banach space X. Let q:C → R be a norm continuous map which is homo-
geneous of degree one and strictly positive on C − {0} and define Σq = {x ∈
int(C) | q(x) = 1}. Let {yi | i ≥ 1} be a sequence of points in Σq, and for
w ∈ Σq, define a sequence of functions hi | int(C)→ R, i ≥ 1, by

hi(z) = d(z, yi)− d(yi, w).

Let M ⊂ C − {0} be a compact set and define N by

N := {tz | t > 0, z ∈ co(M)}.

Then there exists a sequence m(i) ↑ ∞ such that hm(i)(ζ) → h(ζ) for all ζ ∈
N ∩ int(C), and the convergence is uniform in ζ ∈ N ∩ VR(w) for every R > 0.

Proof. It is a standard result that co(M) is compact and that co(M) ⊂
C − {0}. If M̂ = {z/‖z‖ : z ∈ co(M)}, M̂ is the continuous image of a compact
set, hence compact. If z ∈ int(C) and t > 0, hi(tz) = hi(z). Thus it suffices to
prove the lemma with N replaced by M̂ . For a fixed R > 0 consider the set M̂ ∩
VR(w) := M̂R and note that M̂R is compact in the d-topology, which is equivalent
to the norm topology on M̂R. Because d is a metric on M̂R, the functions hi|M̂R
form a bounded equicontinuous family. The Ascoli–Arzela theorem implies that,
for some subsequence nR(i) = n(i)→∞, hn(i)(z)→ h(z) uniformly in z ∈ M̂R.
We now take a sequence Rj → ∞ and use a standard Cantor diagonalization
argument to fnd a sequence m(i) → ∞ such that hm(i)|M̂Rj converges to h(z)
uniformly on M̂Rj for each j ≥ 1. �

The function h is called a horofunction. The argument in Lemma 4.24 is
the standard one for constructing h, the only point being that Σq will not be
locally compact if X is infinite dimensional. If X is separable, one can arrange
that hm(i)(z) converges for all z ∈ int(C) and the convergence is uniform on any
compact subset of int(C).
If C and Σq are as in Lemma 4.24 and f : Σq → Σq is nonexpansive with

respect to Hilbert’s projective metric d, then it is easy to show (see [25]) that
for every x ∈ Σq,

A = lim
k→∞

d(fk(x), x)
k

= inf
k≥1
d(fk(x), x)
k

and A is independent of x. If S is a compact Hausdorff space, X := C(S), the
Banach space of continuous functions x:S → R and C is the cone of nonnegative
functions in X , then (see [37, Chapter 1]) there is an isometry Φ which maps
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(Σq, d) onto a Banach space (V, | · |). It then follows from results of Kohlberg
and Neyman [28] that the constant A above satisfies

A = inf{d(f(x), x) | x ∈ Σq}.
(This observation is made in [26] for the case of C = Kn.)
If A > 0 and 0 < ε < A, Karlsson [25] has made the useful observation that

there is a sequence of integers ki ↑ ∞ with
d(fki(x), x) − ki(A− ε) > d(f j(x), x) − j(A− ε)

for 0 ≤ j < ki, and this implies that
d(fki−m(x), x) − d(fki(x), x) ≤ −m(A− ε)

for 0 ≤ m < ki.
Our next theorem is a generalization of Theorem 17 in [26].

Theorem 4.25 (comp. [26, Theorem 17]). Let C, X, q and Σq be as in
Lemma 4.24 and assume that f : Σq → Σq is nonexpansive with respect to d and
satisfies limk→∞ d(fk(x), x)/k = A > 0 for some x ∈ Σq (so f has no fixed
points in Σq). Assume also that c�({fk(x) | k ≥ 0}) is compact for all x ∈ Σq.
Then it follows that co(

⋃
z∈Σq ω(z; f)) ⊂ ∂C.

Proof. A simple argument in Section 5 will show that it suffices to prove
co(ω(x; f)) ⊂ ∂C for some x ∈ Σq. Define xk = fk(x), select 0 < ε < A, and by
the remarks preceding this theorem, let ki ↑ ∞ be a sequence such that

d(xki−m, x) − d(xki , x) ≤ −m(A− ε),
for 0 ≤ m < ki. In the notation of Lemma 4.24, define M = c�(γ(x; f)), so M is
compact and define yi = xki and

hi(z) = d(z, yi)− d(yi, x).
for z ∈ int(C). By taking a further subsequence of the sequence 〈ki | i ≥ 1〉, we
can assume that hi(ζ) → h(ζ) for all ζ ∈ N ∩ int(C), where N := {tz | t > 0
and z ∈ co(M)}. Furthermore, the convergence is uniform on N ∩ VR(x) for
every R > 0. If m ≥ m∗ and ki ≥ m, then the nonexpansiveness of f gives
hi(xm) = d(xm, xki) − d(xki , x) ≤ d(x, xki−m) − d(xki , x) ≤ −m∗(A − ε), so
h(xm) ≤ −m∗(A − ε) for all m ≥ m∗. If z ∈ co({xm | m ≥ m∗}), then
z = Σpj=1λjx

mj , where λj > 0, Σ
p
j=1λj = 1 and mj ≥ m∗ for 1 ≤ j ≤ p. If we

choose ki so that ki > mj for 1 ≤ j ≤ p, then we have
hi(z) ≤ −m∗(A− ε),

because Vr(xki) is convex for r = d(xki , x)−m∗(A−ε). Leting i→∞, we see that
h(z) ≤ −m∗(A− ε) for all z ∈ co({xm | m ≥ m∗}), so h(z) ≤ −m∗(A− ε) for all
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z ∈ co({xm | m ≥ m∗})∩(int(C)). It follows that if z ∈ co(ω(x; f))∩int(C), then
we have h(z) ≤ −m∗(A− ε) for every positive integer m∗. Since h(z) ≥ −d(z, x)
for z ∈ N ∩ (int(C)), we conclude that co(ω(x; f)) ∩ (int(C)) is empty. �

The drawback of Theorem 4.25 is, of course, the condition that A > 0. If
A = 0, the proof of Theorem 4.25 fails. However, there is a case when A = 0
but the conclusion of Theorem 4.25 remains true.

Theorem 4.26. Let C, X, q and Σq be as in Lemma 4.24 and assume that
f : Σq → Σq is nonexpansive with respect to d, has no fixed points in Σq and
satisfies conditions (a) and (b) of Theorem 4.17. Assume also that there exists
x ∈ Σq with limk→∞ d(fk+1(x), fk(x)) = 0 (so A = 0). Then it follows that
co(
⋃
z∈Σq ω(z;f)) ⊂ ∂C.

Proof. A simple argument given in Section 5 shows that it suffices to prove
that co(ω(x; f)) ⊂ ∂C, where x is as in the statement of Theorem 4.26. We
assume, by way of contradiction, that co(ω(x; f)) is not contained in ∂C, and we
select ξj ∈ ω(x; f) and positive numbers λj , 1 ≤ j ≤ m, with Σmj=1λj = 1 and
Σmj=1λjξj ∈ int(C). We know that ω(x; f) ⊂ ∂C, so m > 1; and we can choose
m ≥ 2 to be minimal. As usual, we write xk = fk(x), and for each j, 1 ≤ j ≤ m,
we take a strictly increasing sequence 〈kij | i ≥ 1〉 with xkij → ξj as i→∞. For
notational simplicity we write ki = ki1, ξ1 = ξ ∈ ∂C, ηi = Σmj=2µjxkij , where
µj := (λj/(1 − λ1)) and η = Σmj=2µjξj . Because m is minimal, we know that
η ∈ ∂C and (1 − λ1)ξ + λ1η ∈ int(C), so, using basic facts about convex sets,
(1− t)ξ + tη ∈ int(C) for 0 < t < 1.
We now use Lemma 4.24. Define yi = xki and, for z ∈ int(C),

hi(z) = d(z, yi)− d(yi, x).
Let M and N be as in the proof of Theorem 4.25. Lemma 4.24 implies that
by taking a subsequence of 〈ki〉, which we label the same, we can assume that
hi(z)→ h(z) for all z ∈ N and that the convergence is uniform in z ∈ N ∩VR(x)
for every R > 0.
If z ∈ N ∩Σq and h(z) ≤ B we next claim that lim supi→∞hi(f(z)) ≤ B and

h(f(z)) ≤ B if f(z) ∈ N ∩Σq. To see this, observe that
hi(f(z)) = d(f(z), fki(x)) − d(fki(x), x)

≤ d(f(z), fki+1(x) + d(fki+1(x), fki(x)) − d(fki(x), x)
≤ d(z, fki(x)) − d(fki(x), x) + d(fki+1(x), fki(x))
≤ hi(z) + d(fki+1(x), fki(x)).

Since we assume that limk→∞ d(fk+1(x), fk(x)) = 0, we obtain the desired re-
sult. Because h(x) = 0, we conclude that h(xm) ≤ 0 for all m ≥ 0. It follows
that for each fixed i ≥ 1, there exists an integer p(i) such that for all p ≥ p(i),
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hp(xkij) ≤ 1 for 2 ≤ j ≤ m and hp(xki) ≤ 1. Because Vr(w) is convex for
w := xkp and r := d(xkp , x) + 1, it follows that hp(ηi) ≤ 1 for p ≥ p(i). If
we define νi = kp(i), we have arranged that ηi → η ∈ ∂C, xνi → ξ ∈ ∂C and
(η + ξ)/2 ∈ int(C), so Theorem 4.13 implies that

lim infi→∞[d(ηi, xνi)−max(d(ηi, x), d(xνi , x))] =∞.
However, we have also arranged that d(ηi, xνi) ≤ d(xνi , x) + 1, which gives
a contradiction. �

Remark 4.27. Under the hypotheses of Theorem 4.26, it is easy to show
that ω(x; f) is a compact, connected set. However, it may easily happen, even
in finite dimensions, that ω(x; f) is an infinite set: see the example in [32].
There is an important special case of Theorems 4.14 and 4.17 in which one

can obtain sharper results. We shall sketch these results here but defer detailed
proofs to a later paper.
Let C be a closed cone in a Banach space (X, ‖·‖) and assume that g:C → C

is continuous and homogeneous of degree one. We have already defined rC(g),
the cone spectral radius of g, see equation (4.9) and [34]–[37]. If α denotes
Kuratowski’s measure of noncompactness, define αC(g) by

αC(g) := inf{λ ≥ 0 | α(g(A)) ≤ λα(A) for all bounded A ⊂ C}.
We could also use a homogeneous, generalized measure of noncompactness as
in [34] and [35]. We assume that αC(g) < ∞, and we define ρC(g), the cone
essential spectral radius of g, by

ρC(g) := lim
k→∞
(αC(gk))(1/k).

The following theorem is a slight generalization of Theorem 3.3 of [34] and The-
orem 2.1 of [35], but the proof is the same.

Theorem 4.28 (comp. [34, Theorem 3.3], [35, Theorem 2.1]). Let C and C1
be closed cones in a Banach space X and assume that C ⊂ C1. Let g:C → C
be a continuous map which is homogeneous of degree one and which is order-
preserving with respect to the partial ordering ≤C1 induced by C1. If there ex-
ists an integer n ≥ 1 such that αC(gn) < (rC(g))n, then there exists xn ∈ C,
‖xn‖ = 1, with gn(xn) = rnxn, r := rC(g).

Remark 4.29. If ρC(g) < rC(g) for C and g as in Theorem 4.28, Theo-
rem 4.28 implies that there exists n0 ≥ 1 such that for all n ≥ n0, there exists
xn ∈ C, ‖xn‖ = 1, with gn(xn) = rnxn. We conjecture that in fact there exists
x1 ∈ C, ‖x1‖ = 1, with g(x1) = rx1. If g is also a bounded linear map, the
conjecture is true (see [35]), but in general the answer is unknown. The problem
here is related to the question in Remark 3.4.
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As noted before, we defer the proof of the following theorem to a later paper,
but we present the statement here because of its close relation to Theorems 4.14
and 4.17. Note that in Theorem 4.30 below we do not necessarily assume that
the cone C is normal.

Theorem 4.30. Let C be a closed cone with nonempty interior int(C) in
a Banach space (X, ‖ · ‖). Let f :C → C be continuous, order-preserving (in the
partial ordering ≤C) and homogeneous of degree one and assume that f(int(C))
⊂ int(C). Assume (see (4.9)) that ρC(f) < rC(f) := r. Define g(x) = (1/r)f(x)
and assume that there exists x∗ ∈ int(C) such that
(4.23) sup{‖gm(x∗)‖ | m ≥ 0} <∞.
Then, for every x ∈ int(C), we have that

0 < inf{‖gm(x)‖} | m ≥ 0} ≤ sup{‖gm(x)‖ | m ≥ 0} <∞.
There exists m0 ≥ 1 such that αC(gm) < 1 for all m ≥ m0; and if αC(gm) < 1,
gm has a fixed point xm ∈ C with ‖xm‖ = 1. For every x ∈ int(C), c�(γ(x; g))
is compact and ω(x; g, ‖ · ‖) := ω(x; g) is compact and nonempty. If either
(a) gm has no fixed points in int(C) for some m ≥ 1 with αC(gm) < 1, or
(b) C is normal and g has no fixed points in int(C),

then ω(x; g) ⊂ ∂C for all x ∈ int(C). If (a) or (b) holds, A := ⋃z∈int(C) ω(z; g),
ζ ∈ A and gn(η) = η for some η ∈ C \ {0} and n ≥ 1, then ζ dominates η and
(1− t)ζ + tη ∈ ∂C for 0 ≤ t ≤ 1.

Remark 4.31. Equation (4.23) is a strong hypothesis even for linear maps
in finite dimensional cones, and it yields correspondingly strong conclusions. If,
in addition, C is a finite dimensional, polyhedral cone, we can use results in [2]
to obtain much sharper results.

5. Specifying the location of ω(x; f)

Our goal in this section is to sharpen the conclusions of Theorem 4.14
and 4.17 and to provide some further evidence for Conjectures 4.21–4.23. We
begin with some simple lemmas.

Lemma 5.1. Let C be a closed cone in a Banach space X and let 〈xk | k ≥ 1〉
and 〈yk | k ≥ 1〉 be sequences in C such that xk and yk are comparable for all
k ≥ 1 and d(xk, yk) ≤ R for all k ≥ 1, where d denotes Hilbert’s projective metric
on C. Assume that limk→∞ ‖xk− ζ‖ = 0 and limk→∞ ‖yk− η‖ = 0, where ζ �= 0
and η �= 0. Then ζ and η are comparable and d(ζ, η) ≤ R.

Proof. Since ζ ∈ C \ {0} and η ∈ C \ {0}, there exist ϕ1 ∈ C∗ and ϕ2 ∈ C∗
with ϕ1(ζ) > 0 and ϕ2(η) > 0. We define ϕ = ϕ1 + ϕ2 ∈ C∗, so ϕ(ζ) > 0 and
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ϕ(η) > 0. If x′k = (xk/ϕ(xk)) and y
′
k = (yk/ϕ(yk)) for k large, ξ

′ = (ξ/ϕ(ξ))
and η′ = (η/ϕ(η)), d(x′k, y

′
k) = d(xk, yk) ≤ R, ‖x′k − ξ′‖ → 0, ‖y′k − η′‖ → 0

and d(ξ′, η′) = d(ξ, η). Thus we may as well assume from the beginning that
ϕ(xk) = ϕ(yk) = 1 and ϕ(ξ) = ϕ(η) = 1. By definition there are positive reals
αk and βk with αkxk ≤ yk ≤ βkxk and (βk/αk) ≤ eR. Applying ϕ gives that
αk ≤ ϕ(yk) = 1 ≤ βk, so αk ≥ e−R and βk ≤ eR. By taking a subsequence we
can assume that αk → α ≥ e−R, βk → β ≤ eR and αξ ≤ η ≤ βξ. It follows that
ξ and η are comparable and that d(ξ, η) ≤ log(βα ) ≤ R. �
There is a version of Lemma 5.1 for Thompson’s metric d. We leave the proof

to the reader.

Lemma 5.2. Let C be a closed cone in a Banach space X and let 〈xk | k ≥ 1〉
and 〈yk | k ≥ 1〉 be sequences in C such that xk and yk are comparable for all
k ≥ 1 and d(xk, yk) ≤ R for all k ≥ 1, where d denotes Thompson’s metric on C.
Assume that limk→∞ ‖xk − ζ‖ = 0 and limk→∞ ‖yk− η‖ = 0. Then either ζ = 0
and η = 0 or ζ and η are both nonzero, ζ and η are comparable and d(ζ, η) ≤ R.
Our first theorem shows that information about ω(x; f) := ω(x; f, ‖ · ‖) for

any given x provides information about
⋃
z∈Σq ω(z; f).

Theorem 5.3. Let notation and assumptions be as in Theorem 4.17 and
let x denote a fixed element of Σ. For every ζ ∈ ⋃z∈Σ ω(z; f), there exists
ξ ∈ ω(x; f) with ζ comparable to ξ; and for every ζ ∈ co(⋃z∈Σ ω(z; f)) there
exists ξ ∈ co(ω(x; f)) with ζ comparable to ξ. In particular, if co(ω(x; f)) ⊂ ∂C,
then co(

⋃
z∈Σ ω(z; f)) ⊂ ∂C; and if all elements of ω(x; f) are comparable, then

all elements of
⋃
z∈Σ ω(z; f) are comparable. If ξ ∈ ω(x; f) and f |γ(x; f) extends

in a norm continuous way to γ(x; f) ∪ {ξ}, then ξ and f(ξ) are comparable.
Proof. If ζ ∈ ω(z; f) for some z ∈ Σ, there exists a sequence of integers

ki ↑ ∞ with limi→∞ ‖fki(z)−ζ‖ = 0. Because c�(γ(x; f)) is compact, we can, by
taking a further subsequence, assume that fki(x) → ξ ∈ ω(x; f), where conver-
gence is in the norm topology. Because d(fki(z), fki(x)) ≤ d(z, x), Lemma 5.1
is applicable and implies that ζ and ξ are comparable with d(ζ, ξ) ≤ d(z, x).
If ζ ∈ co(⋃z∈Σ ω(z; f)), there exist zj ∈ Σ, 1 ≤ j ≤ n, ζj ∈ ω(zj; f) and

λj > 0 with
∑n
j=1 λj = 1 such that ζ =

∑n
j=1 λjζj . We know that there exist

ξj ∈ ω(x; f) with ξj comparable to ζj , and it follows easily that ξ =
∑n
j=1 λjξj ∈

co(ω(x; f)) and ξ is comparable to ζ.
If co(ω(x; f)) ⊂ ∂C, no element of co(ω(x; f)) is comparable to an element

of int(C) and hence no element of co(
⋃
z∈Σ ω(z; f)) is comparable to an element

of int(C). If all elements of ω(x; f) are comparable, our previous results show
that all elements of

⋃
z∈Σ ω(z; f) are comparable.

If ζ ∈ ω(x; f), there exists a sequence of integers ki ↑ ∞ with fki(x) → ζ.
If f |γ(x; f) extends continuously to γ(x; f) ∪ {ζ}, fki+1(x) → f(ζ). Since
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d(fki(x), fki+1(x)) ≤ d(x, f(x)), Lemma 5.1 implies that ζ and f(ζ) are compa-
rable. �

If f : Σq → Σq is d-nonexpansive, ζ = limi→∞ fki(x), η = limi→∞ fmi(x) and
lim supi→∞ |ki −mi| <∞, one sees that ζ and η are comparable.
Theorem 5.3 does not depend on Theorem 4.13 and the special geometry

of d. Thus, with the aid of Lemma 5.2, one can prove a variant of Theorem 5.3
for Thompson’s metric. Details are left to the reader.

Theorem 5.4. Let C be a closed, normal cone with nonempty interior in
a Banach space (X, ‖ · ‖). Let f : int(C) → int(C) be a map which is nonexpan-
sive with respect to Thompson’s metric d. Assume the following compactness
conditions on f :

(a) If 〈xk | k ≥ 1〉 ⊂ int(C) is any bounded sequence in the d-metric such
that limk→∞ d(f(xk), xk) = 0, then 〈xk | k ≥ 1〉 has a norm convergent
subsequence.

(b) For every x ∈ int(C), c�({fk(x) | k ≥ 0}) is compact.
Let ω(z; f) denote the omega limit set of z under f in the norm topology. Let x
denote a fixed element of int(C), and make the convention that 0 is comparable
to 0. Then for every ζ ∈ co(⋃z∈int(C) ω(z; f)), there exists ξ ∈ co(ω(x; f)) with ξ
comparable to ζ. In particular, if co(ω(x; f)) ⊂ ∂C, then co(⋃z∈int(C) co(z; f)) ⊂
∂C; and all elements of

⋃
z∈int(C) ω(z, f) are comparable if all elements of ω(x; f)

are comparable.

If, under the hypotheses of Theorem 4.17, there exists x ∈ Σ such that
ω(x; f) is a finite set, then we wish to prove that all elements of

⋃
z∈Σ ω(z; f)

are comparable, so co(
⋃
z∈Σ ω(z; f)) ⊂ ∂C. If f extends to a norm continuous

map of c�(Σ) to itself, we can apply Lemma 5.1 and Lemma 6.1 in [2] to prove
this result. However, even in finite dimensions (see [9]), such a norm continuous
extension may not exist.

The following technical lemma is designed to circumvent this difficulty.

Lemma 5.5. Let (D, ρ) be a metric space and assume that f :D0 → D0 is
a continuous map, where D0 ⊂ D. For a given x ∈ D0 assume that c�{fk(x) |
k ≥ 0} := c�(γ(x; f)) is compact and let ω(x; f) = ⋂n≥0 c�{fk(x) | k ≥ n}.
Assume that ω∗ ⊂ ω(x; f) is a nonempty set which satisfies the following prop-
erties:

(a) If there exists a sequence ki ↑ ∞ such that fki(x) → ζ ∈ ω∗ and
fki+1(x)→ η, then η ∈ ω∗.

(b) ω∗ is closed.
(c) There exists an open set U ⊂ D with U ∩ ω(x; f) = ω∗.
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Then we have that ω∗ = ω(x; f).

Proof. We know that ω(x; f) is compact and nonempty. Let V be an open
neighbourhood of ω∗ in D such that c�(V ) ⊂ U . We claim that there exists
an integer N such that if k ≥ N and fk(x) ∈ V , then fk+1(x) ∈ V . If not,
there exists a sequence ki ↑ ∞ with fki(x) ∈ V and fki+1(x) �∈ V . Because
c�(γ(x; f)) is compact, by taking a further subsequence we can assume that
fki(x)→ ζ ∈ V ∩ω(x; f) and fki+1(x)→ η ∈ ω(x; f). Because V ∩ω(x; f) = ω∗,
we have that ζ ∈ ω∗, while η �∈ ω∗, which contradicts condition (a) Thus there
exists an integer N as above. However, ω∗ is nonempty, so there exists k ≥ N
with fk(x) ∈ V , and then we have f j(x) ∈ V for all j ≥ k. It follows that all
elements of ω(x; f) lie in c�(V ) and hence in ω∗. �

If C is a closed cone in a Banach space and z ∈ C − {0}, recall that Cz
denotes all elements of C which are comparable to z (see (2.1)). One can also
check that c�(Cz) consists of all elements x ∈ C which are dominated by z.
With the aid of Lemma 5.5, we can give examples for which co(ω(x; f)) ⊂ ∂C.

In particular, under the hypotheses of Theorem 4.17, we will always have that
all elements of ω(x; f) are comparable and co(ω(x; f)) ⊂ ∂C if ω(x; f) is a finite
set.

Theorem 5.6. Let notation and hypotheses be as in Theorem 4.17 (so, for all
x ∈ Σ, (ω(x; f) ⊂ ∂C). Given x ∈ Σ and z ∈ C \ {0} such that ω(x; f)∩Cz �= ∅,
either define

(a) ω∗ = ω(x; f) ∩Cz, or
(b) ω∗ = ω(x; f) ∩ (c�(Cz)).

If ω∗ is as in case (a) and ω(x; f) is a finite set, then ω∗ = ω(x; f), co(ω(x; f)) ⊂
∂C and all elements of ω(x; f) are comparable. In general, if there exists an
open neighbourhood U of ω∗ such that U ∩ω(x; f) = ω∗ and if ω∗ is closed, then
ω∗ = ω(x; f).

Proof. Suppose that ω∗ is as in case (a) or case (b). If ki ↑ ∞, fki(x) →
ζ ∈ ω∗ and fki+1(x) → η, Lemma 5.1 implies that ζ and η are comparable. In
case (a), we conclude that η is comparable to z, so η ∈ ω(x; f) ∩ Cz := ω∗. In
case (b), η is comparable to ζ, and ζ is dominated by z, so η is dominated by z and
η ∈ ω(x; f) ∩ (c�(Cz)) := ω∗. If ω∗ is closed (which is automatically true in case
(b)) and if there exists U as in the statement of the theorem, Lemma 5.3 implies
that ω∗ = ω(x; f). If ω(x; f) is finite, the existence of U and the closedness of
ω(x; f) ∩Cz is obvious, so all elements of ω(x; f) are comparable to z. �

There is, of course, an analogue of Theorem 5.5 for Thompson’s metric d.

Theorem 5.7. Let C be a closed, normal cone with nonempty interior in
a Banach space (X, ‖ · ‖). Assume that f : int(C) → int(C) is fixed point free
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and is nonexpansive with respect to Thompson’s metric d. Assume also that f
satisfies the fixed point property on int(C) with respect to d and that c�(γ(x; f)) is
compact for each x ∈ int(C). If x ∈ int(C) and ω(x; f, ‖ · ‖) := ω(x; f) is a finite
set, then either ω(x; f) = {0} or ω(x; f) ⊂ ∂C and all elements of ω(x; f) are
comparable. In general, if there exists z ∈ C \ {0} with ω(x; f) ∩Cz �= ∅, define
(a) ω∗ := ω(x; f) ∩Cz, or
(b) ω∗ = ω(x; f) ∩ (c�(Cz)).

If ω∗ is closed and if there exists an open set U with ω(x; f) ∩ U = ω∗, then
ω∗ = ω(x; f).

Proof. The results of Section 3 imply that ω(x; f) ⊂ ∂C. If ω∗ is defined as
above in the general case, ω∗ is closed and there exists an open set U as above, the
same argument as in Theorem 5.6 (use Lemma 5.2 rather than Lemma 5.1) shows
that ω∗ = ω(x; f). If ω(x; f) = {0}, it is easy to see that limk→∞ ‖fk(x)‖ = 0, so
there will always exist z ∈ C\{0} with ω(x; f)∩Cz �= ∅ unless limk→∞ ‖fk(x)‖ =
0. For such a z, if ω(x; f) is finite, ω∗ := ω(x; f) ∩ Cz is closed and there exists
an open set U as in the statement of the theorem. �

Recall that a closed cone in a finite dimensional Banach space X is called
polyhedral if there exist nonzero, continuous linear functionals ϑj ∈ X∗, 1 ≤ j ≤
N , such that

(5.1) C = {x ∈ X | ϑj(x) ≥ 0 for 1 ≤ j ≤ N}

In general, if C is a closed cone in a finite dimensional Banach space X , dim(C),
the dimension of C is the dimension of the linear span of C. If ϑ ∈ C∗, F :=
{x ∈ C | ϑ(x) = 0} is called a face of C, so taking ϑ = 0, we see in particular
that C is a face of C. If F is a face of C, F is a closed cone, and we can consider
its dimension; and if dim(F ) = dim(C) − 1, F is called a facet of C. If C is
a polyhedral cone in a finite dimensional Banach space X , it is known that there
exist ϑj ∈ X∗, 1 ≤ j ≤ N , such that C is given by (5.1) and each ϑj defines
a facet of C, see [45, Section 8.4].
Theorems 5.6 and 5.7 are most useful if one can prove that ω(x; f) is finite

for some x ∈ int(C). A recent theorem in [2] provides exactly such information.
Theorem 5.8 (see [2, Theorem 6.8]). Let C be a polyhedral cone in a finite

dimensional Banach space X and assume that C is given by (5.1). If f :C → C
is a continuous, order-preserving subhomogeneous map and x ∈ C has a bounded
orbit γ(x; f) := {fk(x) | k ≥ 0} under f , then ω(x; f) is finite. If

|ω(x; f)| = p, lim
k→∞
fkp(x) = ζ ∈ ω(x; f),
where fp(ζ) = ζ and ω(x; f) = {f j(ζ) | 0 ≤ j < p}.
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Furthermore, if N is as in (5.1), then

|ω(x; f)| ≤ βN := N !
[N/3]![(N + 1)/3]![(N + 2)/3]!

,

where [δ] denotes the greatest integer j ≤ δ.
If, under the hypotheses of Theorem 5.8, int(C) �= ∅, f(int(C)) ⊂ int(C) and

ζ ∈ int(C) is a periodic point of f with minimal period p (so fp(ζ) = ζ), then
earlier results of Lemmens and Scheutzow are refined in [2] and it is proved that

(5.2) p ≤ N !
[N/2]!

:= γN .

With the aid of Theorems 5.7 and 5.8 we can prove a refined version of
Conjecture 4.23 for which ω(x; f) is finite.

Corollary 5.9. Let C be a polyhedral cone with nonempty interior in a fi-
nite dimensional Banach space X and assume that C is given by (5.1). Let
f :C → C be a continuous, order-preserving subhomogeneous map such that
f(int(C)) ⊂ int(C), f has no fixed points in int(C) and γ(x; f) := {fk(x) |
k ≥ 0} is bounded in norm for all x ∈ int(C). Then, for every x ∈ int(C), we
have that:

(a) ω(x; f) is a finite set,
(b) either ω(x; f) = {0} or all elements of ω(x; f) are comparable, and
(c) co(ω(x; f)) ⊂ ∂C.

Furthermore, if γN is defined as in (5.2), we have that |ω(x; f)| ≤ γN−1.
Proof. We have already remarked that f |int(C) is nonexpansive with re-

spect to Thompson’s metric d. Theorem 5.8 implies that ω(x; f) is a finite set
for x ∈ int(C), so Theorem 5.7 gives conditions (b) and (c) of the corollary.
If x ∈ int(C), ζ ∈ ω(x; f) and ζ �= 0, Theorem 5.8 implies that ω(x; f) =

{f j(ζ) | 0 ≤ j < p}, p = |ω(x; f)|. For ϑj as in (5.1), let J = {j | ϑj(ζ) > 0}
and note that J is nonempty and J �= {1, . . . , N} because ζ ∈ ∂C. Let Y =
{y ∈ X | ϑj(y) = 0 for all j �∈ J} and let K = C ∩ Y . The interior of K
in Y = intY (K) = {y ∈ Y | ϑj(y) > 0 for all j ∈ J}. Since ζ and f(ζ) are
comparable, f(intY (K)) ⊂ intY (K) and f(K) ⊂ K. Since K is a polyhedral
cone specified by N ′ := |J | < N linear functionals and ζ is a periodic point of f ,
(5.2) implies that p = |ω(x; f)| ≤ γN ′ ≤ γN−1. �

Our next corollary relates to d-nonexpansive maps h.

Corollary 5.10. Let C, X and f be as in Corollary 5.9. Assume, in ad-
dition, that f is homogeneous of degree one and that rC(f) = 1, where rC(f)
denotes the cone spectral radius of f . Let q:C → [0,∞) be continuous, homoge-
neous of degree one and strictly positive on C − {0}. Define Σq = {x ∈ int(C) |
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q(x) = 1} and h(x) = f(x)/q(f(x)) for x ∈ Σq, so h: Σq → Σq. Then for any
y ∈ int(C), we have that ω(y; f) is a finite set which does not contain zero, all
elements of ω(y; f) are comparable and co(ω(y; f)) ⊂ ∂C. We also have that for
any z ∈ Σq, ω(z;h) is a finite set, all elements of ω(z;h) are comparable and
co(ω(z;h)) ⊂ ∂C.

Proof. Corollary 5.10 follows directly from Theorem 5.8 and Corollary 5.9 if
we note that for any x ∈ int(C) there exists α = α(x) > 0 such that inf{‖fk(x)‖ |
k ≥ 0} ≥ α(x). To see this later fact, note that because rC(f) = 1 and C is
finite dimensional, there exists u ∈ C, ‖u‖ = 1, with f(u) = u. If x ∈ int(C),
there exists δ = δ(x) > 0 with x ≥ δu. This implies that fk(x) ≥ δfk(u) = δu
for all k ≥ 0, and since C is a normal cone, we conclude that there α(x) > 0 as
desired. �

Remark 5.11. In general, the assumption in Corollaries 5.9 and 5.10 that
γ(x; f) is bounded for all x ∈ int(C) is crucial. In the context of Corollary 5.10,
but without the assumption that γ(x; f) is bounded for all x ∈ int(C), an ex-
ample in [32] shows that ω(x;h) may be infinite. If, however, f is linear in
Corollary 5.10, it is proved in [33] that ω(x;h) is finite for x ∈ int(C), even if
γ(x; f) is unbounded.
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